
Journal of Mathematical Extension
Vol. 14, No. 1, (2020), 171-188
ISSN: 1735-8299
URL: http://www.ijmex.com

Eventual Stability with Respect to Part of
Variables of Nonlinear Differential Equations

with Non-instantaneous Impulses

T. Kostadinov
Technical University of Sofia, branch Plovdiv

S. Hristova∗

University of Plovdiv “Paisii Hilendarski”

Abstract. The eventual stability with respect to part of variables
of a nonlinear differential equation with non-instantaneous impulses is
studied using Lyapunov like functions. In these differential equations
there are impulses, which start abruptly at some points and their ac-
tion continue on given finite intervals. Sufficient conditions for eventual
stability, uniform eventual stability and eventual asymptotic uniform
stability with respect to part of variables of the zero solution are estab-
lished. Examples are given to illustrate the results.

AMS Subject Classification: 34A34; 34A08; 34D20

Keywords and Phrases: Non-instantaneous impulses, eventual sta-
bility with respect to part of variables, Lyapunov functions

1. Introduction

In the real world life there are many processes and phenomena that are
characterized by rapid changes in their state. In the literature there are
two popular types of impulses:

Received: July 2018; Accepted: December 2019
∗Corresponding author

171

Journal of Mathematical Extension
Vol. 14, No. 1, (2020), 171-188
ISSN: 1735-8299
URL: http://www.ijmex.com

Eventual Stability with Respect to Part of
Variables of Nonlinear Differential Equations

with Non-instantaneous Impulses

T. Kostadinov
Technical University of Sofia, branch Plovdiv

S. Hristova∗

University of Plovdiv “Paisii Hilendarski”

Abstract. The eventual stability with respect to part of variables
of a nonlinear differential equation with non-instantaneous impulses is
studied using Lyapunov like functions. In these differential equations
there are impulses, which start abruptly at some points and their ac-
tion continue on given finite intervals. Sufficient conditions for eventual
stability, uniform eventual stability and eventual asymptotic uniform
stability with respect to part of variables of the zero solution are estab-
lished. Examples are given to illustrate the results.

AMS Subject Classification: 34A34; 34A08; 34D20

Keywords and Phrases: Non-instantaneous impulses, eventual sta-
bility with respect to part of variables, Lyapunov functions

1. Introduction

In the real world life there are many processes and phenomena that are
characterized by rapid changes in their state. In the literature there are
two popular types of impulses:

Received: July 2018; Accepted: December 2019
∗Corresponding author

171



172 T. KOSTADINOV AND S. HRISTOVA

- instantaneous impulses-the duration of these changes is relatively short
compared to the overall duration of the whole process. The model is
given by impulsive differential equations (see, for example, [1], [4], [5],
[8]-[10], the monographs [7], [11] and the cited references therein);
- non-instantaneous impulses - an impulsive action, which starts at an
arbitrary fixed point and remains active on a finite time interval. E.
Hernandez and D. O’Regan ([6]) introduced this new class of abstract
differential equations where the impulses are not instantaneous and they
investigated the existence of mild and classical solutions. For recent work
we refer the reader to [13]-[16]. An overview of the main properties of
the presence of non-instantaneous impulses to ordinary differential equa-
tions, to fractional differential equations is given in the book [3].
In this paper the impulses start abruptly at some points and their ac-
tion continue on given finite intervals. As a motivation for the study of
these systems we consider the following simplified situation concerning
the hemodynamical equilibrium of a person. In the case of a decompen-
sation (for example, high or low levels of glucose) one can prescribe some
intravenous drugs (insulin). Since the introduction of the drugs in the
bloodstream and the consequent absorption for the body are gradual and
continuous processes, we can interpret the situation as an impulsive ac-
tion which starts abruptly and stays active on a finite time interval. The
model of this situation is the so called non-instantaneous impulsive dif-
ferential equation.
The concept of eventual stability of a point was introduced by La Salle
and Rath [12] for ordinary differential equations to overcome the fact
that for many perturbation and adaptive control problems the point in
question may not be an equilibrium (invariant) point.
In this paper different types of eventual stability with respect to part of
variables of solutions of non-instantaneous impulsive nonlinear differen-
tial equations are defined and studied. Several sufficient conditions for
eventual stability, uniform eventual stability and eventual asymptotic
uniform stability with respect to part of variables are obtained. Some
examples illustrating our results are given. Note non-instantaneous im-
pulsive differential equations are natural generalizations of impulsive
differential equations and the eventual stability with respect to part of
variables is a generalization of the eventual stability.
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2. Statement of the Problem and Auxiliary Re-
sults

In this paper we will assume two increasing sequences of points {ti}∞i=1

and {si}∞i=0 are given such that s0 = 0 < si  ti < si+1 , i = 1, 2, . . . ,
and limk→∞ sk =∞.

Remark 2.1. The intervals (sk, tk], k = 1, 2, . . . are called intervals of
non-instantaneous impulses.

Let t0 ∈ R+ be a given arbitrary point. Keeping in mind the meaning
of t0 as an initial time of the modeled the rate of change of the process,
we will assume everywhere in the paper that the initial time t0 is not
in an interval of non-instantaneous impulses. Without loss of generality
we will assume that 0  t0 < s1.

Consider the initial value problem for the system of non-instantaneous
impulsive differential equations (NIDE)

x = f(t, x) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .
x(t) = φi(t, x(ti − 0)) for t ∈ (si, ti], i = 1, 2, . . . , (1)
x(t0) = x0,

where x, x0 ∈ Rn, f : ∪∞k=0[tk, sk+1]×Rn → Rn, φi : [si, ti]×Rn → Rn,
(i = 1, 2, 3, . . . ).

Remark 2.2. The functions φk(t, x, k = 1, 2, . . . , are called non-instant-
aneous impulsive functions.

Remark 2.3. If tk = sk, k = 1, 2, . . . then the IVP for NIDE (1)
reduces to an IVP for impulsive differential equations (for example see
the monographs [7], [11] and the cited references therein). In this case at
any point of instantaneous impulse tk the amount of jump of the solution
x(t) is given by Ik = φk(tk, x(tk − 0))− x(tk − 0).

Let J ⊂ R+ be a given interval. Introduce the following classes of
functions

PC1(J) = {u : J → Rn : u ∈ C1(J ∩
�
∪∞k=0 (sk, tk+1]


, Rn) :

u(tk) = u(tk − 0) = limt↑tk u(t) <∞,

u(tk + 0) = limt↓tk u(t) <∞, k : tk ∈ J},
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PC(J) = {u : J → Rn : u ∈ C(J ∩
�
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
, Rn) :

u(tk) = u(tk − 0) = limt↑tk u(t) <∞,

u(tk + 0) = limt↓tk u(t) <∞, k : tk ∈ J}.

Remark 2.4. Any solution of (1) is from the class PC1([t0, b)), b ∞,
i.e. any solution might have a discontinuity at any point tk, k = 1, 2, . . . .

Let m, l are non-negative integers such that n = m + l. Let x ∈ Rn :
x = (y, z), y ∈ Rm, z ∈ Rl. Then the system (1) could be written in the
form

y = F (t, y, z) z = G(t, y, z) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) = Φi(t, y(ti − 0), z(ti − 0)) z(t) = Ψi(t, y(ti − 0), z(ti − 0))

for t ∈ (si, ti], i = 1, 2, . . . , (2)

y(t0) = y0, z(t0) = z0

where F : ∪∞k=0[tk, sk+1]×Rn → Rm, G : ∪∞k=0[tk, sk+1]×Rn → Rl,

Φi : [si, ti]×Rn×Rn → Rm,Ψi : [si, ti]×Rn×Rn → Rl, (i = 1, 2, 3, . . . ).

Consider the corresponding IVP for ODE

y = F (t, y, z) z = G(t, y, z) for t ∈ [τ, sp+1] with x(τ) = x̃0, (3)

where τ ∈ [tp, sp+1), p = 0, 1, 2, . . . .

We will say condition (H1) is satisfied if

(H1) The function F ∈ C([0, s1]

∪∞k=1[tk, sk+1] × Rn, Rm) and the

function G ∈ C([0, s1]

∪∞k=1[tk, sk+1] × Rn, Rl) are such that for any

initial point (τ, x̃0) : tp  τ < sp+1, x̃0 ∈ Rn, the IVP for the system of
ODE (3) has a solution x(t; τ, x̃0) ∈ C1([τ, sp+1], Rn).

We give a definition for different types of stability with respect to part
of the variables of the zero solution. In the definition below we denote
by x(t; t0, x0) ∈ PC1([t0,∞), Rn) any solution of (1), respectively, (2)
with x(t; t0, x0) = (y(t; t0, y0, z0), z(t; t0, y0, z0)).

Definition 2.5. The zero solution of the IVP for NIDE (1) is said to be

• eventually stable w.r.t. y if for every  > 0 and t0 ∈ [0, s0)

∪∞k=1[tk, sk+1)

there exist δ = δ(, t0) > 0 and τ = τ(ε) > 0 such that for any x0 ∈ Rn
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the inequality ||x0|| < δ implies ||y(t; t0, x0)|| <  for t  t0  τ ;

• eventually uniformly stable w.r.t. y if for every  > 0 there exist
δ = δ() > 0 and τ = τ() > 0 such that for any initial point t0 ∈
[0, s0)


∪∞k=1[tk, sk+1) : t  τ and any initial value x0 ∈ Rn with

||x0|| < δ the inequality ||y(t; t0, x0)|| <  holds for t  t0;

• eventually uniformly attractive w.r.t. y if there exists β > 0 such that
for every  > 0 there exists T = T () > 0 and τ = τ() > 0 such that
for any initial point t0 ∈ [0, s0)


∪∞k=1[tk, sk+1) : t  τ and any initial

value x0 ∈ Rn with ||x0|| < β the inequality ||x(t; t0, x0)|| <  holds for
t  t0 + T ;

• eventually uniformly asymptotically stable w.r.t. y if the zero so-
lution is eventually uniformly stable w.r.t. y and eventually uniformly
attractive w.r.t. y.

In this paper we will use the followings sets:

K = {a ∈ C[R+,R+] : a is strictly increasing and a(0) = 0},
S(A) = {y ∈ Rm : ||y||  A}, A > 0.

We now introduce the class Λ of Lyapunov-like functions which will
be used to investigate the stability of the zero solution of the system
NIDE (1).

Definition 2.6. Let J ⊂ R+ be a given interval, and ∆ ⊂ Rn, 0 ∈ ∆
be a given set. We will say that the function V (t, x) : J × ∆ → R+,
V (t, 0) ≡ 0 belongs to the class Λ(J,∆) if

1. The function V (t, x) is continuous on J/{sk ∈ J}×∆ and it is locally
Lipschitz with respect to its second argument;

2. For each sk ∈ J and x ∈ ∆ there exist finite limits

V (sk − 0, x) = lim
t↑sk

V (t, x), and V (sk + 0, x) = lim
t↓sk

V (t, x)

and V (sk − 0, x) = V (sk, x).

In this paper we will use piecewise continuous Lyapunov functions from
the introduced above class Λ([t0, T ),∆). We will define the generalized
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and V (sk − 0, x) = V (sk, x).

In this paper we will use piecewise continuous Lyapunov functions from
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the inequality ||x0|| < δ implies ||y(t; t0, x0)|| <  for t  t0  τ ;
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
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
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Dini derivative of the function V (t, x) ∈ Λ([t0, T ),∆) along trajectories
of solutions of IVP for the system NIDE (1) by:

(1)D+V (t, x) = lim suph→0+
1
h


V (t, x)−V (t−h, x−hf(t, x))


(4)

for t ∈ (tk, sk+1), k = 0, 1, 2, . . . ,

where x ∈ ∆, and for any t ∈ (tk, sk+1) there exists ht > 0 such that
t− h ∈ (tk, sk+1), x− hf(t, x) ∈ ∆ for 0 < h  ht.

We will use some comparison results for NIDE (1) by applying Lyapunov
functions.

We will use the following comparison results for NIDE (1).

Lemma 2.7. (Comparison result for NIDE)[2]. Assume the following
conditions are satisfied:

1. The function x∗(t) = x(t; t0, x0) ∈ PC1([t0, T ],∆) is a solution
of the NIDE (1) where t0 ∈ [0, s1), T  ∞ are given constants,
∆ ⊂ Rn, 0 ∈ ∆.

2. The function V ∈ Λ([t0, T ],∆) and

(i) the inequality (1)D+V (t, x∗(t))  0 for t ∈ [t0, T ] ∩

∪∞k=0

(tk, sk+1)


holds;

(ii) for any k = 1, 2, 3, . . . the inequalities

V (t, x∗(t))  V (sk − 0, x∗(sk − 0)) for t ∈ [t0, T ] ∩ (sk, tk]

hold.

Then the inequality V (t, x∗(t))  V (t0, x0) holds on [t0, T ].

Note in the case T =∞ the interval is [t0,∞).

Lemma 2.8. (Comparison result for NIDE, negative Dini derivtive). [2].
Assume the following conditions are satisfied:

1. The function x∗(t) = x(t; t0, x0) ∈ PC1([t0, T ],∆) is a solution of
the NIDE (1) where ∆ ⊂ Rn, 0 ∈ ∆, x0 ∈ ∆ and t0, T ∈ R+, t0 <
T, 0  t0 < s1 are given numbers.
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2. The function V ∈ Λ([t0, T ],∆) and

(i) the inequality (1)D+V (t, x∗(t))  −c(||x∗(t)||) for t ∈

∪∞k=0

(tk, sk+1)

∩ [t0, T ] holds where c ∈ K;

(ii) for any k = 1, 2 . . . the inequalities

V (t, x∗(t))  V (tk − 0, x∗(sk − 0)) for t ∈ [t0, T ] ∩ (sk, tk]

hold.

Then for t ∈ [t0, T ] the inequality

holds.

3. Main Results

We study the eventual stability properties w.r.t. part of variables of the
zero solution of nonlinear differential equations with non-instantaneous
impulses.

We say condition (H2) is satisfied if :

(H2) The functions Φk ∈ C([sk, tk] × Rn × Rn, Rm), Ψk ∈ C([sk, tk] ×
Rn × Rn, Rl), and Φk(t, 0, 0) ≡ 0, Ψk(t, 0, 0) ≡ 0 for t ∈ [sk, tk], k =
1, 2, . . . .

Remark 3.1. Conditions (H1) and (H2) guarantee the existence of
a solution x(t; t0, x0) ∈ PC1([t0,∞), Rn) of NIDE (1) for any initial
data (t0, x0) ∈ ∪∞k=0[sk, tk+1) × Rn. If additionally, f(t, 0) ≡ 0 for
t ∈ [0, s1]


∪∞k=1[sk, tk+1], then (1) (with x0 = 0) has a zero solution.
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Then the inequality V (t, x∗(t)) ≤ V (t0, x0) holds on [t0, T ].

Note in the case T = ∞ the interval is [t0,∞).

Lemma 2.8. (Comparison result for NIDE, negative Dini derivtive).
[2]. Assume the following conditions are satisfied:

1. The function x∗(t) = x(t; t0, x0) ∈ PC1([t0, T ],∆) is a solution of
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(i) the inequality (1)D+V (t, x∗(t)) ≤ −c(||x∗(t)||) for t ∈

∪∞
k=0

(tk, sk+1)

∩ [t0, T ] holds where c ∈ K;
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V (t, x∗(t)) ≤ V (tk − 0, x∗(sk − 0)) for t ∈ [t0, T ] ∩ (sk, tk]

hold.

Then for t ∈ [t0, T ] the inequality

V (t, x∗(t)) ≤






V (t0, x0)−
 t
t0
c(||x∗(s)||)ds for t ∈ [t0, s1],

V (t0, x0)−
k−1

i=0

 si+1

ti
c(||x∗(s)||)ds

for t ∈ (sk, tk] ∩ [t0, T ], k ≥ 1

V (t0, x0)−
k−1

i=0

 si+1

ti
c(||x∗(s)||)ds+

 t
tk
c(||x∗(s)||)ds



for t ∈ (tk, sk+1] ∩ [t0, T ], k ≥ 1

holds.

3 Main Results

We study the eventual stability properties w.r.t. part of variables of the
zero solution of nonlinear differential equations with non-instantaneous
impulses.

We say condition (H2) is satisfied if :
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Theorem 3.2. (Eventual stability w.r.t. part of variables). Let the fol-
lowing conditions be satisfied:

1. Conditions (H1) and (H2) are satisfied and f(t, 0) ≡ 0 for t ∈
[0, s1]


∪∞k=1[tk, sk+1] .

2. There exists a function V ∈ Λ(R+, R
n) such that V (t, 0) = 0 and

a decreasing function Θ ∈ C(R+, R+) such that

(i) for any t ∈ [0, s1)

∪∞k=1(tk, sk+1) and x ∈ Rn : x = (y, z)

such that t  Θ(r) : 0 < r  ||y|| the inequality is satisfied

(1)D+V (t, x)  0; (5)

(ii) for any x ∈ Rn and any t ∈ (sk, tk], k = 1, 2, 3, . . . such
that t  Θ(r) for 0 < r  ||y|| the inequality V (t, φk(t, x)) 
V (sk − 0, x) holds;

(iii) for any points x ∈ Rn : x = (y, z) and t  Θ(r) for 0 <
r  ||y|| the inequality b(||y||)  V (t, x) holds where x =
(y, z), y ∈ Rm and b ∈ K.

Then the zero solution of the NIDE (2) is eventually stable w.r.t. y.

Proof. Let  ∈ (0, λ] and t0 ∈ [0, s1)

∪∞k=1[sk, tk+1) be such that t0 

τ(ε) where τ(ε) = Θ(b(ε)). Without loss of generality assume t0 ∈ [0, s1)
(otherwise we can re-numerate the subscripts of the points tk, sk.

Since V (t0, 0) = 0 there exists δ1 = δ1(t0, ε) : 0 < δ1  ε such that
V (t0, x) < b(ε) for ||x|| < δ1. Let x0 ∈ Rn with ||x0|| < δ1. Then
V (t0, x0) < b(ε). Consider any solution
x∗(t) = x(t; t0, x0) ∈ PC1([t0,∞), Rn); x∗(t) = (y∗(t), z∗(t)) of NIDE (2).

We will prove that
||y∗(t)|| < b(ε), t  t0. (6)

Assume the opposite, i.e. there exists a point t > t0 such that

||y∗(t)|| < b(ε) for t ∈ [t0, t∗) and ||y∗(t)|| = b(ε). (7)

Therefore, or any r : 0 < r  ||y∗(t)||  b(ε) on [t0, t∗] and for t ∈ [t0, t∗]
the inequality t  t0 > τ(ε) = Θ(b(ε)  Θ(r). Therefore, from condi-
tion 2(i) of Theorem 1 the inequality (1)D+V (t, x∗(t))  0 is satis-
fied on [t0, t∗]. Therefore, the condition 2(i) of Lemma 1 is satisfied on
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[t0, t∗]. Also, the condition 2(ii) of Lemma 1 is satisfied on [t0, t∗] since
V (t, φk(t, x∗(sk − 0)))  V (sk − 0, x∗(sk − 0)) holds, i.e. conditions of
Lemma 1 are satisfied for T = t∗.

According to Lemma 1 applied to the solution x∗(t) for T = t∗ and
∆ = R+ × Rl we get V (t, x∗(t))  V (t0, x0) on [t0, t∗]. Then from con-
dition 2 (iii) and the choice of the initial value x0 we obtain b(ε) =
b(||y∗(t∗)||)  V (t∗, x∗(t∗))  V (t0, x0) < b(ε). The contradiction proves
(6) and therefore, applying condition 2(iii) the zero solution of NIDE
(1) is eventually stable w.r.t. y. 

Theorem 3.3. (Eventual uniform stability w.r.t. part of variables). Let
the following conditions be satisfied:

1. Conditions (H1) and (H2) are satisfied and f(t, 0) ≡ 0 for t ∈
[0, s1]


∪∞k=1[tk, sk+1].

2. There exists a function V ∈ Λ(R+, S(λ) × Rl) and a decreasing
function Θ ∈ C(S(λ), R+), λ > 0 is a given number such that

(i) for any t ∈ [0, s1)

∪∞k=1(tk, sk+1) and x ∈ Rn : x = (y, z)

such that t  Θ(r) : 0 < r  ||y|| < λ the inequality

(1)D+V (t, x)  0

holds;

(ii) for any x ∈ Rn and any t ∈ (sk, tk], k = 1, 2, 3, . . . such that
t  Θ(r) for 0 < r  ||y|| < λ the inequality V (t, φk(t, x)) 
V (sk − 0, x)
holds;

(iii) for any points x ∈ Rn : x = (y, z) and t  Θ(r) for 0 <
r  ||y|| < λ the inequality b(||y||)  V (t, x)  a(||x||) holds
where a, b ∈ K.

Then the zero solution of (2) is eventually uniformly stable w.r.t. y.

Proof. Let  ∈ (0, λ] and t0 ∈ [0, s1)

∪∞k=1[tk, sk+1) be such that t0 

τ(ε) where τ(ε) = Θ(ε). Without loss of generality assume t0 ∈ [0, s1)
(otherwise we can re-numerate the points tk, sk).
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Let δ1 = min{, b()}. From a ∈ K there exists δ2 = δ2() > 0 so if s < δ2
then a(s) < δ1. Let δ = min(, δ2). Choose the initial value x0 ∈ Rn such
that ||x0|| < δ and let x∗(t) = x(t; t0, x0), x∗(t) = (y∗(t), z∗(t)), t  t0
be a solution of the IVP for NIDE (2). We now prove that

||y∗(t)|| < , t  t0. (8)

Assume inequality (8) is not true and let t∗ > t0 be such that

||y∗(t)|| <  for t ∈ [t0, t∗) and ||y∗(t∗)|| = .

Therefore, y∗(t) ∈ S(λ) on [t0, t∗] and for any r : 0 < r  ||y∗(t)||  ε
on [t0, t∗] and therefore for t ∈ [t0, t∗] the inequality t  t0 > τ(ε) =
Θ(ε)  Θ(r). Therefore, from condition 2 (i) of Theorem 1 the inequality
(1)D+V (t, x∗(t))  0 is satisfied on [t0, t∗]. Therefore, the condition 2 (i)
of Lemma 1 is satisfied on [t0, t∗]. Also, the condition 2 (ii) of Lemma 1
is satisfied on [t0, t∗] since V (t, φk(t, x∗(sk − 0)))  V (sk − 0, x∗(sk − 0))
holds, i.e. conditions of Lemma 1 are satisfied for T = t∗.

According to Lemma 1 applied to the solution x∗(t) for T = t∗ and
∆ = S(λ) × Rl we get V (t, x∗(t))  V (t0, x0) on [t0, t∗]. Then from
condition 2 (iii) and the choice of the initial value x0 we obtain b(ε) =
b(||y∗(t∗)||)  V (t∗, x∗(t∗))  V (t0, x0)  a(||x0||) < δ1  b(ε). The
contradiction proves (8) and therefore, the zero solution of NIDE (1) is
uniformly eventually stable w.r.t. y. 

Example 1. Consider the system of NIDE

y = −y, z = z(t)y(t)for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) =
1
t
y(sk − 0) z(t) = Ψk(t, y(sk − 0), z(sk − 0))

for t ∈ (sk, tk], k = 1, 2, . . . , (9)
y(T0) = y0, z(T0) = z0.

where Ψk : (sk, tk+1]×R→ R, i = 1, 2, . . . ,, s1 = .25, sk+1 = sk + 0.5,
t1 = .49, tk+1 = tk + 0.5, k = 1, 2, . . . . Denote x = (y, z) and let
V (t, x) = y2. Then (9)D+V (t, x) = −2y2  0 for t ∈ (k, k + 1), k =
0, 1, 2, . . . , x ∈ R2, i.e. condition 2 (i) of Theorem 2 is satisfied. For
y0 = z0 = 0 the the scalar NIDE (9) has a zero solution.
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Example 1. Consider the system of NIDE

y = −y, z = z(t)y(t)for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) =
1
t
y(sk − 0) z(t) = Ψk(t, y(sk − 0), z(sk − 0))

for t ∈ (sk, tk], k = 1, 2, . . . , (9)
y(T0) = y0, z(T0) = z0.

where Ψk : (sk, tk+1]×R→ R, i = 1, 2, . . . ,, s1 = .25, sk+1 = sk + 0.5,
t1 = .49, tk+1 = tk + 0.5, k = 1, 2, . . . . Denote x = (y, z) and let
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Let x = (y, z) , φk = (Φk,Ψk) and Φk(t, x) = 1
t y, k = 1, 2, 3, . . . .

Then, for k = 1, 2 and t ∈ (s1, t1] = (0.25, 0.49] ∪ (0.75, 0.99] we have

V (t, φk(t, x)) =

Φk(t, x)

2
=


1
t y

2
> y2 = V (t, x), i.e. the condition 2

(ii) of Theorem 2 is not satisfied. But for k > 2 we have V (t, φk(t, x)) =
1
t y

2
 y2 = V (t, x), i.e. condition 2 (ii) is satisfied. Let Θ(r) = 1 + 1

r

is a decreasing function and for any t  Θ(r) for 0 < r  ||y|| the
condition 2 (ii) is satisfied. According to Theorem 2 the zero solution of
the scalar NIDE (9) is eventually uniformly stable w.r. t. y (see Figure
1 and Figure 2). Note the zero solution is not stable for any impulsive
functions Ψk.

Figure 1. Example 1. Graph of the
function y(t) for various y0 and

t0 = 0.
Figure 2. Example 1. Graph of the

function y(t) for various y0
and t0 = 2.
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inequality

�
t
t+1y sin(x)

2  y2 is satisfied. Therefore, condition 2 (ii) of

EVENTUAL STABILITY WITH RESPECT TO PART OF ... 181

Let x = (y, z) , φk = (Φk,Ψk) and Φk(t, x) = 1
t y, k = 1, 2, 3, . . . .

Then, for k = 1, 2 and t ∈ (s1, t1] = (0.25, 0.49] ∪ (0.75, 0.99] we have

V (t, φk(t, x)) =

Φk(t, x)

2
=


1
t y

2
> y2 = V (t, x), i.e. the condition 2

(ii) of Theorem 2 is not satisfied. But for k > 2 we have V (t, φk(t, x)) =
1
t y

2
 y2 = V (t, x), i.e. condition 2 (ii) is satisfied. Let Θ(r) = 1 + 1

r

is a decreasing function and for any t  Θ(r) for 0 < r  ||y|| the
condition 2 (ii) is satisfied. According to Theorem 2 the zero solution of
the scalar NIDE (9) is eventually uniformly stable w.r. t. y (see Figure
1 and Figure 2). Note the zero solution is not stable for any impulsive
functions Ψk.

Figure 1. Example 1. Graph of the
function y(t) for various y0 and

t0 = 0.
Figure 2. Example 1. Graph of the

function y(t) for various y0
and t0 = 2.

Example 2. Consider the system of NIDE which is slightly modified
comparatively with (9):

y = −y cos2(z), z = z(t)y(t) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) =
t

t+ 1
y(sk − 0) sin(z(sk − 0)) z(t) = Ψk(t, y(sk − 0), z(sk − 0))

for t ∈ (sk, tk], k = 1, 2, . . . , (10)
y(t0) = y0, z(t0) = z0.

where Ψk : [sk, tk] → R, k = 1, 2, . . . , s1 = .25, sk+1 = sk + 0.5,
t1 = .49, tk+1 = tk + 0.5, k = 1, 2, . . . .

Denote x = (y, z) and let V (t, x) = y2. Then for any x ∈ R2 : y ∈ S(1)
and t ∈ [tk, sk], t  Θ(r) for 0 < r  ||y||  1, Θ(r) = 1 + 1

r , the
inequality

�
t
t+1y sin(x)

2  y2 is satisfied. Therefore, condition 2 (ii) of

EVENTUAL STABILITY WITH RESPECT TO PART OF ... 181

Let x = (y, z) , φk = (Φk,Ψk) and Φk(t, x) = 1
t y, k = 1, 2, 3, . . . .

Then, for k = 1, 2 and t ∈ (s1, t1] = (0.25, 0.49] ∪ (0.75, 0.99] we have

V (t, φk(t, x)) =

Φk(t, x)

2
=


1
t y

2
> y2 = V (t, x), i.e. the condition 2

(ii) of Theorem 2 is not satisfied. But for k > 2 we have V (t, φk(t, x)) =
1
t y

2
 y2 = V (t, x), i.e. condition 2 (ii) is satisfied. Let Θ(r) = 1 + 1

r

is a decreasing function and for any t  Θ(r) for 0 < r  ||y|| the
condition 2 (ii) is satisfied. According to Theorem 2 the zero solution of
the scalar NIDE (9) is eventually uniformly stable w.r. t. y (see Figure
1 and Figure 2). Note the zero solution is not stable for any impulsive
functions Ψk.

Figure 1. Example 1. Graph of the
function y(t) for various y0 and

t0 = 0.
Figure 2. Example 1. Graph of the

function y(t) for various y0
and t0 = 2.

Example 2. Consider the system of NIDE which is slightly modified
comparatively with (9):

y = −y cos2(z), z = z(t)y(t) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) =
t

t+ 1
y(sk − 0) sin(z(sk − 0)) z(t) = Ψk(t, y(sk − 0), z(sk − 0))

for t ∈ (sk, tk], k = 1, 2, . . . , (10)
y(t0) = y0, z(t0) = z0.

where Ψk : [sk, tk] → R, k = 1, 2, . . . , s1 = .25, sk+1 = sk + 0.5,
t1 = .49, tk+1 = tk + 0.5, k = 1, 2, . . . .

Denote x = (y, z) and let V (t, x) = y2. Then for any x ∈ R2 : y ∈ S(1)
and t ∈ [tk, sk], t  Θ(r) for 0 < r  ||y||  1, Θ(r) = 1 + 1

r , the
inequality

�
t
t+1y sin(x)

2  y2 is satisfied. Therefore, condition 2 (ii) of

EVENTUAL STABILITY WITH RESPECT TO PART OF ... 181

Let x = (y, z) , φk = (Φk,Ψk) and Φk(t, x) = 1
t y, k = 1, 2, 3, . . . .

Then, for k = 1, 2 and t ∈ (s1, t1] = (0.25, 0.49] ∪ (0.75, 0.99] we have

V (t, φk(t, x)) =

Φk(t, x)

2
=


1
t y

2
> y2 = V (t, x), i.e. the condition 2

(ii) of Theorem 2 is not satisfied. But for k > 2 we have V (t, φk(t, x)) =
1
t y

2
 y2 = V (t, x), i.e. condition 2 (ii) is satisfied. Let Θ(r) = 1 + 1

r

is a decreasing function and for any t  Θ(r) for 0 < r  ||y|| the
condition 2 (ii) is satisfied. According to Theorem 2 the zero solution of
the scalar NIDE (9) is eventually uniformly stable w.r. t. y (see Figure
1 and Figure 2). Note the zero solution is not stable for any impulsive
functions Ψk.

Figure 1. Example 1. Graph of the
function y(t) for various y0 and

t0 = 0.
Figure 2. Example 1. Graph of the

function y(t) for various y0
and t0 = 2.

Example 2. Consider the system of NIDE which is slightly modified
comparatively with (9):

y = −y cos2(z), z = z(t)y(t) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) =
t

t+ 1
y(sk − 0) sin(z(sk − 0)) z(t) = Ψk(t, y(sk − 0), z(sk − 0))

for t ∈ (sk, tk], k = 1, 2, . . . , (10)
y(t0) = y0, z(t0) = z0.

where Ψk : [sk, tk] → R, k = 1, 2, . . . , s1 = .25, sk+1 = sk + 0.5,
t1 = .49, tk+1 = tk + 0.5, k = 1, 2, . . . .

Denote x = (y, z) and let V (t, x) = y2. Then for any x ∈ R2 : y ∈ S(1)
and t ∈ [tk, sk], t  Θ(r) for 0 < r  ||y||  1, Θ(r) = 1 + 1

r , the
inequality

�
t
t+1y sin(x)

2  y2 is satisfied. Therefore, condition 2 (ii) of

EVENTUAL STABILITY WITH RESPECT TO PART OF ... 181

Let x = (y, z) , φk = (Φk,Ψk) and Φk(t, x) = 1
t y, k = 1, 2, 3, . . . .

Then, for k = 1, 2 and t ∈ (s1, t1] = (0.25, 0.49] ∪ (0.75, 0.99] we have

V (t, φk(t, x)) =

Φk(t, x)

2
=


1
t y

2
> y2 = V (t, x), i.e. the condition 2

(ii) of Theorem 2 is not satisfied. But for k > 2 we have V (t, φk(t, x)) =
1
t y

2
 y2 = V (t, x), i.e. condition 2 (ii) is satisfied. Let Θ(r) = 1 + 1

r

is a decreasing function and for any t  Θ(r) for 0 < r  ||y|| the
condition 2 (ii) is satisfied. According to Theorem 2 the zero solution of
the scalar NIDE (9) is eventually uniformly stable w.r. t. y (see Figure
1 and Figure 2). Note the zero solution is not stable for any impulsive
functions Ψk.

Figure 1. Example 1. Graph of the
function y(t) for various y0 and

t0 = 0.
Figure 2. Example 1. Graph of the

function y(t) for various y0
and t0 = 2.

Example 2. Consider the system of NIDE which is slightly modified
comparatively with (9):

y = −y cos2(z), z = z(t)y(t) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) =
t

t+ 1
y(sk − 0) sin(z(sk − 0)) z(t) = Ψk(t, y(sk − 0), z(sk − 0))

for t ∈ (sk, tk], k = 1, 2, . . . , (10)
y(t0) = y0, z(t0) = z0.

where Ψk : [sk, tk] → R, k = 1, 2, . . . , s1 = .25, sk+1 = sk + 0.5,
t1 = .49, tk+1 = tk + 0.5, k = 1, 2, . . . .

Denote x = (y, z) and let V (t, x) = y2. Then for any x ∈ R2 : y ∈ S(1)
and t ∈ [tk, sk], t  Θ(r) for 0 < r  ||y||  1, Θ(r) = 1 + 1

r , the
inequality

�
t
t+1y sin(x)

2  y2 is satisfied. Therefore, condition 2 (ii) of

EVENTUAL STABILITY WITH RESPECT TO PART OF ... 181

Let x = (y, z) , φk = (Φk,Ψk) and Φk(t, x) = 1
t y, k = 1, 2, 3, . . . .

Then, for k = 1, 2 and t ∈ (s1, t1] = (0.25, 0.49] ∪ (0.75, 0.99] we have

V (t, φk(t, x)) =

Φk(t, x)

2
=


1
t y

2
> y2 = V (t, x), i.e. the condition 2

(ii) of Theorem 2 is not satisfied. But for k > 2 we have V (t, φk(t, x)) =
1
t y

2
 y2 = V (t, x), i.e. condition 2 (ii) is satisfied. Let Θ(r) = 1 + 1

r

is a decreasing function and for any t  Θ(r) for 0 < r  ||y|| the
condition 2 (ii) is satisfied. According to Theorem 2 the zero solution of
the scalar NIDE (9) is eventually uniformly stable w.r. t. y (see Figure
1 and Figure 2). Note the zero solution is not stable for any impulsive
functions Ψk.

Figure 1. Example 1. Graph of the
function y(t) for various y0 and

t0 = 0.
Figure 2. Example 1. Graph of the

function y(t) for various y0
and t0 = 2.

Example 2. Consider the system of NIDE which is slightly modified
comparatively with (9):

y = −y cos2(z), z = z(t)y(t) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) =
t

t+ 1
y(sk − 0) sin(z(sk − 0)) z(t) = Ψk(t, y(sk − 0), z(sk − 0))

for t ∈ (sk, tk], k = 1, 2, . . . , (10)
y(t0) = y0, z(t0) = z0.

where Ψk : [sk, tk] → R, k = 1, 2, . . . , s1 = .25, sk+1 = sk + 0.5,
t1 = .49, tk+1 = tk + 0.5, k = 1, 2, . . . .

Denote x = (y, z) and let V (t, x) = y2. Then for any x ∈ R2 : y ∈ S(1)
and t ∈ [tk, sk], t  Θ(r) for 0 < r  ||y||  1, Θ(r) = 1 + 1

r , the
inequality

�
t
t+1y sin(x)

2  y2 is satisfied. Therefore, condition 2 (ii) of

EVENTUAL STABILITY WITH RESPECT TO PART OF ... 181

Let x = (y, z) , φk = (Φk,Ψk) and Φk(t, x) = 1
t y, k = 1, 2, 3, . . . .

Then, for k = 1, 2 and t ∈ (s1, t1] = (0.25, 0.49] ∪ (0.75, 0.99] we have

V (t, φk(t, x)) =

Φk(t, x)

2
=


1
t y

2
> y2 = V (t, x), i.e. the condition 2

(ii) of Theorem 2 is not satisfied. But for k > 2 we have V (t, φk(t, x)) =
1
t y

2
 y2 = V (t, x), i.e. condition 2 (ii) is satisfied. Let Θ(r) = 1 + 1

r

is a decreasing function and for any t  Θ(r) for 0 < r  ||y|| the
condition 2 (ii) is satisfied. According to Theorem 2 the zero solution of
the scalar NIDE (9) is eventually uniformly stable w.r. t. y (see Figure
1 and Figure 2). Note the zero solution is not stable for any impulsive
functions Ψk.

Figure 1. Example 1. Graph of the
function y(t) for various y0 and

t0 = 0.
Figure 2. Example 1. Graph of the

function y(t) for various y0
and t0 = 2.

Example 2. Consider the system of NIDE which is slightly modified
comparatively with (9):

y = −y cos2(z), z = z(t)y(t) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) =
t

t+ 1
y(sk − 0) sin(z(sk − 0)) z(t) = Ψk(t, y(sk − 0), z(sk − 0))

for t ∈ (sk, tk], k = 1, 2, . . . , (10)
y(t0) = y0, z(t0) = z0.

where Ψk : [sk, tk] → R, k = 1, 2, . . . , s1 = .25, sk+1 = sk + 0.5,
t1 = .49, tk+1 = tk + 0.5, k = 1, 2, . . . .

Denote x = (y, z) and let V (t, x) = y2. Then for any x ∈ R2 : y ∈ S(1)
and t ∈ [tk, sk], t  Θ(r) for 0 < r  ||y||  1, Θ(r) = 1 + 1

r , the
inequality

�
t
t+1y sin(x)

2  y2 is satisfied. Therefore, condition 2 (ii) of

0.5 1.0 1.5 2.0

t

0.5

1.0

1.5

2.0

x

y0�1

y0� .5

y0� .3

2.5 3.0 3.5 4.0

t

0.1

0.2

0.3

0.4

0.5

0.6

x

y0�1

y0� .5

y0� .3



182 T. KOSTADINOV AND S. HRISTOVA

Theorem 2 is satisfied and the zero solution of the scalar NIDE (9) is
uniformly eventually stable w.r.t. y.

Now we present some sufficient conditions for the eventual uniform
asymptotic stability w.r.t. part of variables of the NIDE.

Theorem 3.4. (Eventual uniform asymptotic stability w.r.t. part of
variables). Let the following conditions be satisfied:

1. Conditions (H1) and (H2) are satisfied and f(t, 0) ≡ 0 for t ∈
[0, s1]


∪∞k=1[tk, sk+1].

2. There exists a positive constant M <∞ such that
∞

i=1(ti−si) 
M.

3. There exist a function V ∈ Λ(R+, S(λ) × Rl) and a decreasing
function Θ ∈ C( R+, R+) such that conditions 2 (ii) and 2 (iii) of
Theorem 2 are satisfied and

(i) for any t ∈ [0, s1)

∪∞k=1(tk, sk+1) and x ∈ Rn : x = (y, z)

such that t  Θ(r) : 0 < r  ||y||  λ the inequality is
satisfied

(1)D+V (t, x)  −c(||x||) (11)

where c ∈ K.
Then the zero solution of NIDE (2) is eventually uniformly asymptoti-
cally stable w.r.t. y.

Proof. From Theorem 2 the zero solution of the NIDE (1) is eventually
uniformly stable w.r.t. y. Therefore, for the number λ there exists α =
α(λ) ∈ (0, λ) and τ(λ) such that for any t̃0 ∈ [0, s1)


∪∞k=1[tk, sk+1)

such that t̃0  τ̃(λ) and x̃0 ∈ Rn the inequality ||x̃0|| < α implies

||y(t; t̃0, x̃0)|| < λ for t  t̃0 (12)

where x(t; t̃0, x̃0) : x = (y, z) is any solution of the NIDE (2) (with
initial data (t̃0, x̃0)).

Now we prove that the zero solution of NIDE (2) is eventually uniformly
attractive w.r.t. y. Consider the constant β ∈ (0, α] such that a(β) 
b(α). Let  ∈ (0, λ] and t0 ∈ [0, s1)


∪∞k=1[sk, tk+1) be such that t0 
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τ(ε) = max{τ̃(λ),Θ(ε)}. Without loss of generality assume t0 ∈ [0, s1)
(otherwise we can re-numerate the points tk, sk).

Let the point x0 ∈ Rn, ||x0|| < β and x∗(t) = x(t; t0, x0) : x∗(t) =
(y∗(t), z∗(t)) be any solution of (2). Then ||x0|| < α and according to
(12) the inequality

||y∗(t)|| < λ for t  t0 (13)

holds, i.e. the inclusion y∗(t) ∈ S(λ) is satisfied on [t0,∞).

Choose a constant = () ∈ (0, ] such that a()  b(). Let T >
a(α)
c()+M andm be a natural number such that tm < t0+T  sm+1. Note
T depends only on ε but not on t0. We now prove that

||x∗(t)|| <  for t  t0 + T. (14)

Assume
||x∗(t)||  for every t ∈ [t0, t0 + T ]. (15)

For any t ∈ [t0, t0 + T ] the inequalities t  t0  τ(ε)  Θ(ε)  Θ(λ) 
Θ(r), 0 < r  ||y∗(t)|| < λ hold. Therefore, conditions 2 (ii) and 2 (iii)
of Theorem 2 and condition 3 (i) of Theorem 3 are satisfied and thus
the conditions 2 (i), 2 (ii), 2 (iii) of Lemma 2 are fulfilled.

From Lemma 2 (applied to the solution x∗(t) for the interval [t0, t0 + T ]
and ∆ = S(λ)×Rl), and the choice of T we get

V (t0 + T, x∗(t0 + T ))

 V (t0, x0)−
m−1

i=0

 si+1

ti
c(||x∗(s)||)ds+

 t0+T
tm

c(||x∗(s)||)ds


 a(||x0||)− c()
m−1

i=0 (si+1 − ti) + (T + t0 − tm)


 a(α)− c()

−
m

i=1(ti−si)+T

 a(α)− c()


−M +T


< 0.

The above contradiction proves there exists t∗ ∈ [t0, t0 + T ] such that
||x∗(t∗)|| < γ.

Consider the interval [t∗,∞). For any t ∈ [t∗,∞) the inequalities t  t∗ 
t0  τ(ε)  Θ(ε)  Θ(λ)  Θ(r), 0 < r  ||y∗(t)|| < λ hold. Therefore,
conditions 2 (ii) and 2 (iii) of Theorem 2 and condition 3 (i) of Theorem
3 are satisfied. From inequality (11) it follows that we have the inequality
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(1)D+V (t, x∗(t))  0 for t ∈ ∪∞k=0(tk, sk+1)∩ [t∗,∞), i.e. condition 2 (i)
of Lemma 1 with ∆ = S(λ) × Rl is satisfied. Therefore, according to
Lemma 1 applied to the solution x∗(t) for ∆ = S(λ)×Rl and t  t∗ the
following inequality is satisfied:

V (t, x∗(t))  V (t∗, x∗(t∗)). (16)

Then for any t  t∗ applying (16), condition 2 (iii) of Theorem 2 and
inequality (13) we get the inequalities

b(||y∗(t)||)  V (t, x∗(t))  V (t∗, x∗(t∗))  a(||x∗(t∗)||) < a()  b().

Therefore, inequality (14) holds for all t  t∗ (hence for t  t0 + T ). 

Example 3. Consider the following system of NIDE

x = (−2 + cos(z)
1+t2

)x− z2

x ,

y = (−2 + sin(x))y,

z = z for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

x(t) = Φk(t, x(sk − 0), y(sk − 0), z(sk − 0)) (17)

y(t) = Ψk(t, x(sk − 0), y(sk − 0), z(sk − 0))

z(t) = Γk(t, x(sk − 0), y(sk − 0), z(sk − 0)), for t ∈ (sk, tk],

x(t0) = x0, y(t0) = y0, z(t0) = z0

where sk = 0.5k − 1
2k

and tk = 0.5k + 1
2k
, k = 1, 2, . . . , Φk(t, x, y, z) =

1
tx,Ψk(t, x, y, z) = cos(t) sin(xz)y,Γk(t, x, y, z) = z.

Then
∞

i=1(ti − si) =
∞

i=1
1

2k−1 = 2, i.e. condition 2 of Theorem 3 is
satisfied for M = 2.

Denote u = (x, y, z). Let V (t, u) = x2 + y2. Then

(17)D+V (t, u) = (−2 + cos(z)
1+t2

)x2 − z2 + (−2 + sin(x))y2

 −(x2 + y2 + z2) = −c(||u||). (18)

where c(s) =
√
s ∈ K, i.e. condition 3 (i) of Theorem 3 is satisfied.

Denote φk(t, x, y, z) = (Φk(t, x, y, z),Ψk(t, x, y, z),Γk(t, x, y, z)). Then
for k = 3, 4, . . . we get

V (t, φk(t, x(sk − 0), y(sk − 0), z(sk − 0)))
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=

Φk(t, x(sk − 0), y(sk − 0), z(sk − 0))

2

+

Ψk(t, x(sk − 0), y(sk − 0), z(sk − 0)))2

=


1
t

2
x2(sk − 0) + cos2(t) sin2(x(sk − 0)z(sk − 0))y2(sk − 0)

for t ∈ [sk, tk], x ∈ R, y ∈ S(λ) (19)

i.e. condition 2 (ii) of Theorem 2 with Θ(r) = 1 + 1
r is satisfied and

therefore according to Theorem 3 the zero solution of the system of
NIDE (17) is eventually uniformly asymptotically stable w.r.t. (x, y).

4. Partial Case

In the case when some of the equations in the system of non-instantaneous
impulses are linear, then obtain very simple sufficient conditions for
eventual stability in part of the variables.

Consider the system of NIDE of the type

y = Ay z = G(t, y, z) for t ∈ (tk, sk+1], k = 0, 1, 2, . . .

y(t) = Bk(t)y(tk − 0) z(t) = Ψi(t, y(t), z(t), y(ti − 0), z(ti − 0))

for t ∈ (si, ti], i = 1, 2, . . . , (20)

y(t0) = y0, z(t0) = z0

where G : ∪∞k=0[tk, sk+1] × Rn → Rl, Ψi : [si, ti] × Rn × Rn → Rl,
(i = 1, 2, 3, . . . ), A,Bk, k = 1, 2, . . . , are m×m dimensional matrices.

Theorem 2 is reduced to the following Theorem giving sufficient condi-
tions for the NIDE (20).

Theorem 4.1. (Eventual stability w.r.t. part of variables in linear case).
Let the following conditions be satisfied:

1. The function G ∈ C([0, s1]

∪∞k=1[tk, sk+1]×Rn, Rl), G(t, 0, 0) ≡

0, is such that for any initial point (τ, x̃0) : tp  τ < sp+1, x̃0 ∈
Rn, the corresponding IVP for the system of ODE has a solution
x(t; τ, x̃0) ∈ C1([τ, sp+1], Rn).

2. The functions Ψk ∈ C([sk, tk]×Rn ×Rn, Rl), and Ψk(t, 0, 0) ≡ 0
for t ∈ [sk, tk], k = 1, 2, . . . .
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for t ∈ [sk, tk], x ∈ R, y ∈ S(λ) (19)

i.e. condition 2 (ii) of Theorem 2 with Θ(r) = 1 + 1
r is satisfied and

therefore according to Theorem 3 the zero solution of the system of
NIDE (17) is eventually uniformly asymptotically stable w.r.t. (x, y).

4. Partial Case

In the case when some of the equations in the system of non-instantaneous
impulses are linear, then obtain very simple sufficient conditions for
eventual stability in part of the variables.

Consider the system of NIDE of the type
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for t ∈ (si, ti], i = 1, 2, . . . , (20)

y(t0) = y0, z(t0) = z0

where G : ∪∞k=0[tk, sk+1] × Rn → Rl, Ψi : [si, ti] × Rn × Rn → Rl,
(i = 1, 2, 3, . . . ), A,Bk, k = 1, 2, . . . , are m×m dimensional matrices.

Theorem 2 is reduced to the following Theorem giving sufficient condi-
tions for the NIDE (20).

Theorem 4.1. (Eventual stability w.r.t. part of variables in linear case).
Let the following conditions be satisfied:

1. The function G ∈ C([0, s1]

∪∞k=1[tk, sk+1]×Rn, Rl), G(t, 0, 0) ≡

0, is such that for any initial point (τ, x̃0) : tp  τ < sp+1, x̃0 ∈
Rn, the corresponding IVP for the system of ODE has a solution
x(t; τ, x̃0) ∈ C1([τ, sp+1], Rn).

2. The functions Ψk ∈ C([sk, tk]×Rn ×Rn, Rl), and Ψk(t, 0, 0) ≡ 0
for t ∈ [sk, tk], k = 1, 2, . . . .
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3. All eigenvalues of the matrix A have negative real parts.

4. There exists a natural number p such that for any k  p the
inequalities |Bk,i,j(t)|  1 hold for t ∈ [sk, tk], i, j = 1, 2, . . . ,m,
where Bk,i,j(t) is the element of the matrix Bk(t) on the i-th raw
and the j-th column.

Then the zero solution of the NIDE (20) is uniformly eventually stable
w.r.t. y.

The proof follows from Theorem 2 with V (t, x) =
m

i=1 |yi| where x =
(y, z), y ∈ Rm, z ∈ Rl.

Remark 4.2. Note that if in Theorem 4 p = 1 then the zero solution of
the NIDE (20) is uniformly stable w.r.t. y.
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