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Abstract. This paper is devoted to the study of semi-infinite op-
timization with nonsmooth data. We introduce the Arrow-Hurwitcz-
Uzawa constraint qualification which is based on the Clarke subdiffer-
ential. Then, we derive a suitable Karush-Kuhn-Tucker type necessary
optimality condition.
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1. Introduction

In this paper we study the following semi-infinite programming problem
(SIP, in brief)

(SIP) inf f(x)
s.t. gi(x) <0 €7,
hj(.%') =0 je
r € R,
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where f and g;, i € J, and hj, j € % are locally Lipschitz functions from
R™ to R U {400}, and the index sets J and 2 are arbitrary sets with
JUA # 0, not necessarily finite. In the review papers [4, 12], as well
as in [3], we will find many applications of SIP in different fields such
as Chebyshev approximation, robotics, mathematical physics, engineer-
ing design, optimal control, transportation problems, fuzzy sets, robust
optimization, etc.

Some constraint qualifications for nonconvex and nondifferentiable SIPs
(with 2 = ()) are introduced in [6, 7, 8, 9, 10]; for instance Abadie, Basic,
Zangwill, Mangasarian-Fromovitz, Slater, and Guignard constraint qual-
ifications. There presented Fritz-John and Karush-Kuhn-Tucker type
necessary and sufficient optimality conditions for these problem.

The aim of this paper is to introduce the Arrow-Hurwicz-Uzawa con-
straint qualification and to provide the Karush-Kuhn-Tucker type con-
dition for optimal solution of nonsmooth SIP.

We organize the paper as follows. In Section 2, basic notations and
results of nonsmooth analysis are reviewed. In Section 3, we present our
main results.

2. Notations and Preliminaries

In this section we briefly overview some notions of onvex analysis and
nonsmooth analysis from [2, 5].

Given a nonempty set M C R", we denote by cl(M), conv(M), and
cone(M), the closure of M, convex hull and convex cone (containing the
origin) generated by M, respectively. The polar cone and strict polar
cone of M are defined respectively by:

M°:={deR" | (x,d) <0, VYoxec M},

M~ :={deR"|(z,d) <0, VzelM},

where (.,.) exhibits the standard inner product in R™. Notice that M°
is always closed convex cone. It is easy to show that if M~ # (), then
c(M~) = M".
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Definition 2.1. Let a : R® — R be a locally Lipschitz function and
z € dom(f).

I: The generalized Clarke directional derivative of ¢ at & in the direction
d € R™ is defined by

td) —
goo(i’; d) := limsup ey + td) gp(y)
y—@,t]0 t

II: The Clarke subdifferential of ¢ at & is defined by

Oep(z) == {€ e R™ | ©%(&;d) > (¢,d), Vde€R"}.

Observe that the Clarke subdifferential of a locally Lipschitz function
at an interior point of its domain is always nonempty, compact, and
convex cone. The Clarke subdifferential reduce to the classical gradient
for continuously differentiable functions and to the subdifferential of
convex analysis for convex ones.

Let us recall the following theorems which will be used in the sequel.

Theorem 2.2. ([5]) Let {My,|la € A} be an arbitrary collection of
nonempty convez sets in R™. Then, every non-zero vector ofconv( Unea Ma)
can be expressed as a non-negative linear combination of n or fewer lin-
early independent vectors, each belonging to a different M,.

Theorem 2.3. ([2]) Let ¢ and ¢ are locally Lipschitz from R™ to R,
and & € dom(yp) Ndom(vp). Then, the following properties hold:

a: ¢O(#;d) = max{({,d) | £ € dep(2)}, VdeR™
b: d — ©°(#;d)is a conver function, and
deip() = 0¢°(2;.)(0),
where (&) denotes the subdifferential of convex function ¢ at .

c: x+— @(x)is an upper semicontinuous set-valued function.
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d: Oe(p +¥)(T) € Dep(T) + Ot (T).

Furthermore, if ¢ and ¢ are convez, then equality holds in above
virtue.

e: If & is a minimum point of ¢ over R™, then 0 € 0.0(Z).

Definition 2.4. Let ¢ : R" — R be a locally Lipschitz function. ¢ is
said to be O.—pseudoconcave at T if for all x € R™,

goo(a?;:c —2) < 0= p(z) < p(2).

If (=) is O.—pseudococave at Z,then ¢ is said to be O.—pseudoconvex
at &. ¢ is said to be O.—pseudoaffine at & if it is both O.—pseudoconcave
and O0.—pseudoconvex at T.

3. Main Results

At starting point of this section, let P denotes the feasible solutions of
SIP

P:={zeR"|gi(z) <0, hj(x) =0, V(i,j) €T xA}.

For a given & € P, let 3% denotes the index set of all active constraints
at z; that is
3 :={ieT|gi(z) =0}
Set

J1:=1i € 7| g; is O.—pseudoconcave at Z,

J9 :=TJ\J1,
G(zx) := sup g;(z), Va € P.
1€T2

One reason for difficulty of extending the results from a finite inequality
problem to SIP is that in the finite case G(.) is locally Lipschitz and we
have (see [2, Propisition 2.3.12])

0.G(2) C conv U 0cgi( Vx € P, (1)

1€TNT®
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but in general, (1) does not hold if J is infinite (see [2, Theorem 2.8.2]).
Let

Gi(#):= |J 0mi(a),

i€J1NJ*
Go(2) = | 0mi(®),
i€JoNJ®
G() = G1(&) U Ga(2) = | ] Oegi(d

i€Jt

- (U achj(@)) U (U (Bchj(fc))) )
L(#) (U@h )

We should observe that HO(2) = (H. (&))", where (H.(2))" denotes the
orthogonal space of H. (%), i.e.,

(Ho(2))" == {d € R™ | {(d,h) =0, Vhe H.(2)}.

We now extend the Arrow-Hurwicz-Uzawa constraint qualification (AHUCQ),
in brief) for SIP.

Definition 3.1. Let & be a feasible solution of SIP. We say that the
AHUCQ is satisfied at T if hj(.) is O.— pseudoaffine at & for each j € A,
and G(.) is Lipschitz around &, and

(3):
9.G (&) C conv(Ga(Z)). (2)

(ii):
Gi(2) NGy (&) NH(2) # 0. 3)
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Remarks 3.2.

1. The definition 3.1 reduces to the classical AHUCQ -which is consid-
ered in [1]- for finite differentiable problems with 2 = ().

2. It is proved in [8] that if for all i € T, g; is convex function; J is
a compact set in some metric space; for each fized & € P the function
i — gi(Z) is upper semicontinuous on J, and A = 0, then (2) verifies at
every & € P.

3. It is shown in [9] that there is no any relation of implication between
the inclusions (2) and (3).

Now, the optimality condition of KKT-type for SIP is stated as follows.

Theorem 3.3. Suppose that & is an optimal solution of SIP. Assume
that the AHUCQ is satisfied at &.

(a): One has
0 € d.f(&) + cl(cone(G(2))) + span(H.(%)). (4)

(b): If, in addition, cone(G(Z)) + span(H.(2)) is closed, then there
exist scalers i > 0, i € J% and pi € R, j € 3, which finite
numbers of them are nonzero, such that

0€0ef(3) + > NiDegi(®) + Y 110ch;(#). (5)

i€Jt JEJ

Proof. We can choice a vector d € G(2) NG, (2) N'HO(#) by (2). Thus

(§,d <0, Ve Gaa), (6)
(n,d <0,  VneaGi(t), (7)
(n,d=0, VneH&). (8)

By (8) and the 0.—affinity of h; for j € A, we have (for each 5 > 0)

h)(2; (2+8d)—2) = BRY(2;d) =0 = h;(&+pBd) = Bhj(2) =0, Vje A
9)
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On the other hand, with regard to (7), we have

P(i;d) <0,  VieT;.

Thus, for all 3 € (0,1] we obtain
1 «
97 (#; 5[(@ + fd) - 3)) = ¢(#;d) <0, Vi€ D.

Using the pseudoconcavity of g; for ¢ € J1, we get
gi(& + fd) < gi(2) <0, VBe(0,1], Vied. (10)

Now, suppose that E € conv (g2 (:?:)) Then, there exist scalers 71, ..., Vs =
0, and vectors &1, ..., &s € Ga(Z), such that

S S
Z%’:l’ g:Z'vav-
v=1 v=1

Using the virtue of (6) we have

<§, d> = Z'Yv<§vad> <0,
v=1

and hence —in view of (2)— we conclude

de (com}(gz(i))>7 C (9:.G(2))

Thus G°(#;d) < 0, and consequently, there exists a scaler §; > 0, such
that

gi(z+d) <GE+d) <G(z)<0, YOKB<LS VieTdy (11)
Therefore, in view of (9)-(11), we have
T+tde P, V0 <t<minl,d,

and by minimality of &, we conclude that

;(f(:%+td) ~f(3)>0, V0<t<minld.
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Summarizing, —since d is an arbitrary element of G{(2) NG, (£)NH®(2)-
we have

fOi;d) =0, Vdegl(z)ng, (2) NH (7).

Since f(Z;.) is a continuous function, the above relation implies that the
inequality f9(#;d) > 0 holds for all d satisfying

d € cl (G9(2) N G5 (2) N H(@))
= G)(#) N GY(&) NHO(@) = (G1(#) U Ga(@) UH())°
= (G(#) UH(#))° = (el (cone (G(#) UH(#))))° =: X.

Thus, the following convex function attains its minimum at d=0:
U() = @x() + (&),
where ®y(.) denotes the indicator function of X, it is defined as

w={ 1. 1 lew

Hence — in view of Theorem 2.3 — we get
0 € 0 (0) = 9D (0) + 0f°(;.)(0) = ¢l (cone (G(&) UH(%))) + Oef ().
The above inclusion and the fact that

cl (cone (G(2) UH(&))) = cl(cone(G(2))) + span(H.(Z)),
justify the result.
(b): It follows from of inclusion (4) and Theorem 2.2. [
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