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Abstract. In this paper, we present the concept of context-dependent
DEA based on the FDH model by introducing the FDH-attractiveness
and FDH-progress for each DMU. By the presented method, not only
we can improve the performance of inefficient DMUs, but we can find
a target for improvement among the existing efficient DMUs. These
targets are observed DMUs and are not some virtual points on the
efficiency frontier. Also, the paper presents a step by step method to
improve the performance of DMUs by measuring FDH-attractiveness
and FDH-progress. One numerical example and a case study consists
of 20 Iranian bank branches are given for illustration.
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1. Introduction

Data envelopment analysis (DEA) was originally developed to mea-
sure the relative efficiency of peer decision making units (DMUs) in
multiple input and multiple output settings (Charnes et al. [4] and
Banker et al. [3]). E1-Mahgary and Lahdelma [6] proposed a method-
ology for examining various two-dimensional charts for illustrating the
DEA efficiency results. DEA is widely used in the evaluation of orga-
nizations. Hsiao et al. [8], proposed an entropy-based weighted Russell
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measure in data envelopment analysis, and illustrated their method us-
ing data gathered from 24 of Taiwan’s commercial banks in order to rank
and compare it with the conventional DEA models. Paradi et al. [11] pro-
posed a two-stage Data Envelopment Analysis approach for simultane-
ously benchmarking the performance of operating units along different
dimensions (for line managers) and a modified Slacks-Based Measure
model is applied to aggregate the obtained efficiency scores from stage
one and generate a composite performance index for each unit. Their
approach was illustrated by using the data from a major Canadian bank
with 816 branches operating across the nation.
The main goal of the DEA is to classify the DMUs into two classes: ef-
ficient and inefficient DMUs. Efficient DMUs are only characterized by
an efficiency score of one and performance of inefficient DMUs depends
on the efficient DMUs, that is, the inefficiency scores change only if the
efficiency frontier is altered.
Although the performance of efficient DMUs is not influenced by the
presence of inefficient DMUs, it is often influenced by the context. The
context-dependent DEA [10, 12] is introduced to measure the relative
attractiveness of a particular DMU when compared to others. We know
that the DMUs in the reference set can be used as benchmark targets for
inefficient DMUs. The context-dependent DEA provides several (bench-
marks) targets by setting evaluation context [10, 12].

Consider a system that consists of some DMUs, such that the combina-
tion of DMUs in the system is not acceptable notion, that is we can’t
choose more than one target unit for each DMU. For example, consider
the system of some machines, in such systems, efficient machines are
not chosen as a point on a continuous efficiency frontier and the target
machine must be one of already existing machines. In such cases, target
unit must be one of the observed units and an inefficient unit must try
to achieve a performance like the performance of this target unit. Be-
cause of some restrictions such as costs, personnel and etc. an inefficient
unit may not be able to achieve this performance and become one of the
efficient units in one step. However, we can design a method to improve
the efficiency level of inefficient DMUs step by step to achieve efficiency
frontier. For this reason, we define some efficiency levels. This discussion
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is also true for a system including a number of teachers.
In such cases, that discussed above, the reference set of each inefficient
DMU can not be chosen as a point on a continuous efficiency frontier,
but it should be choosing among the existing DMUs, therefore, we use
the FDH model to measure the relative attractiveness and progress of
a particular DMU. Free Disposal Hull (FDH) is a well-known empirical
approximation of the production possibility set (PPS) which relies on the
sole assumption that PPS satisfies free disposability. These models were
first formulated by Deprins et al. [5], and they ensure that efficiency eval-
uations are effected from only actually observed performances. Tulkens
[15] introduced a relative efficiency for non-convex set free disposal hull
(FDH) of the observed data, defined by Deprins et al. [5], and formu-
lated a mixed integer programming which is different from the CCR and
BCC models.
Simar [13] showed how to adapt the Hall-Simar [7] methodology to a
multivariate frontier setup, providing stochastic versions of DEA/FDH
estimators that improve the performance of the standard DEA/FDH
estimators in the presence of noise. Simar and Zelenyuk [14] proposed
an approach which allows to estimate nonparametric stochastic frontier
in a more general setup, with no restriction on the size of the noise and
presented the stochastic version of the DEA/FDH estimators.

As a result, in this paper, we present an algorithm to measure the relative
FDH-attractiveness and relative FDH-progress. For this purpose, we use
the linear reformulation of the output-oriented FDH model given by
Agrell et al. [1]. By calculating FDH-attractiveness and FDH-progress
for each DMU, we can design a computational method to achieve a better
level (and improve performance of DMU) for each inefficient DMU and
do this approach step by step to achieve efficiency frontier(or best level).
The rest of the paper is organized as follows: next section introduces the
original FDH model and its linearization. Section (3) presents the con-
cept of context-dependent DEA based on FDH model and also, DMUs
improvement. In section (4), we illustrate our proposed DEA method
with some examples. Finally, some conclusions are pointed out at the
end of this paper.
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Table 1: Nomenclatures.

Symbol Definition Symbol Definition
DMUo DMU under evaluation DMUj jth DMU
m number of inputs s number of outputs
xij ith input of DMUj yrj rth output of DMUj

xj vector of inputs of DMUj yj vector of outputs of DMUj

s−i ith input slack s+
r rth output slack

λj intensity
ϕ efficiency score ϕj efficiency score for DMUj

Ek set of DMUs Jk efficient DMUs in Ek

 non-archimedean infinitesimal
positive number

2. FDH Model and its Linearization

2.1 FDH model

FDH (Free Disposal Hall) model was first formulated by Deprins et al.
[5] and developed and extended by Tulkens et al. [15]. The basic motiva-
tion of FDH is to ensure that efficiency evaluations are effected from only
actually observed performances. Assume that there are n DMUs, each
DMUj (j=1,. . . ,n) uses the input vector Xj ∈ Rm to produce the output
vector Yj ∈ Rs. Matrices of all inputs and all outputs are denoted by X
and Y , respectively. We assume that the data are all positive. Table 1
reports the used nomenclatures.
For our purpose and for evaluating DMUo, o ∈ {1, . . . , n}, we work with
output oriented FDH model under variable returns to scale which is
stated as follows:

max φ+ (
m

i=1 s
−
i +

s
r=1 s

+
r )

s.t. φyro −
s

r=1 λjyrj + s+
r = 0, r = 1, . . . , s,

xio −
m

i=1 λjxij − s−i = 0, i = 1, . . . ,m,
n

j=1 λj = 1,

λj ∈ {0, 1},
s−i , s

+
r , λj  0,

(1)
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Where, λ is the intensity boolean vector, s−i and s+r are vectors of input
and output slack, respectively, and ε is a non-archimedean infinites-
imal positive number. The efficiency surface is a staircase based on
those given DMUs that are not dominated by other given DMUs. Thus,
the efficiency analysis is done relative to the other given DMUs instead
of a hypothetical efficiency frontier. This has the advantage, that the
achievement goal for an inefficient DMU given by its efficient reference
point will be more credible, than in the cases of CCR and the BCC
models. The reference point will simply be one of the already existing
operating DMUs.

2.2 Linearization

Note that model (1) is a mixed integer programming, and it is difficult
to use. In order to avoid this problem, we use the linear reformulation of
the output oriented FDH model (1), as given in Agrell et al. [1], which
is expressed as follows:

max
n∑
j=1

φj + ε

n∑
j=1

(
s∑
r=1

s+rj +
m∑
i=1

s−ij)

s.t. φjyro − yrjλj + s+rj = 0, r = 1, . . . , s, j = 1, . . . , n
(xij − xio)λj + s−ij = 0, i = 1, . . . ,m, j = 1, . . . , n∑n

j=1 λj = 1,
λj , s

+
rj , s

−
ij > 0.

(2)
Finding a reference set for each DMU and recognition strongly efficient
DMUs are not our main purpose, but, we try to find the efficiency score
for each DMU with respect to other evaluation contexts. Therefore, we
work with the following relaxation model:

max
n∑
j=1

φj

s.t. φjyro − yrjλj + s+rj = 0, r = 1, . . . , s, j = 1, . . . , n
(xij − xio)λj + s−ij = 0, i = 1, . . . ,m, j = 1, . . . , n∑n

j=1 λj = 1,
λj , s

+
rj , s

−
ij > 0.

(3)
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Definition 2.1. (FDH efficiency)A DMUo is FDH efficient if φ∗o=1. We
know that, FDH is a special case of DEA. With the FDH formulation,
each DMU is evaluated by comparing it to the other DMUs on a one-to-
one basis.

3. Context-Dependent DEA Based on FDH Model

The context-dependent DEA [10, 12] is introduced to measure the rela-
tive attractiveness of a particular DMU when compared to others. Rela-
tive attractiveness depends on the evaluation context constructed from
alternative DMUs.

3.1 FDH context-dependent DEA

Assume that there are n DMUs which use m inputs to produce s outputs.
In order to improve the performance of inefficient DMU, when the target
of improvement should be given among the efficient observed DMUs, we
define J1 as the set of all DMUs and E1 as the set of efficient DMUs in
J1 by model (3). Now, consider the following model:

max
∑

j∈F (Jk)

φj

s.t. φjyro − yrjλj + s+rj = 0, r = 1, . . . , s, j ∈ F (Jk)
(xij − xio)λj + s−ij = 0, i = 1, . . . ,m, j ∈ F (Jk)∑

j∈F (Jk) λj = 1,
λj , s

+
rj , s

−
ij > 0,

(4)

where j ∈ F (Jk) means DMUj ∈ Jk. Then, we define Jk+1 = Jk −
Ek. When k=1, then first-level efficient frontier is defined by DMUs in
E1, when k=2, model (4) give the second-level efficient frontier after the
exclusion the first-level efficient DMUs. In this manner we can identify
several levels of the efficient frontiers, where Ek consist the kth-level
of efficient frontier. The efficient frontiers can be obtained by similar
manner to Seiford et al. [12]. Assume that L levels of efficient frontiers
are identified by the above algorithm. Now, based upon these evaluation
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contexts Ek, (k = 1, . . . , L), the context dependent DEA measures the
relative FDH-attractiveness of each DMUs as follows:

H∗
o (k) = max

∑
j∈F (Ek+ko )

Hj k = 1, . . . , L− ko

s.t. Hjyro − yrjλj + s+rj = 0, r = 1, . . . , s, j ∈ F (Ek+ko)
(xij − xio)λj + s−ij = 0, i = 1, . . . ,m, j ∈ F (Ek+ko)∑

j∈F (Ek+ko ) λj = 1,
λj , s

+
rj , s

−
ij > 0,

(5)
where DMUo ∈ Eko . Clearly, H∗

o (k + 1) < H∗
o (k).

Theorem 3.1. In the assessment of DMUo ∈ Eko by model (5), for
each k ∈ 1, . . . , L− ko, we have H∗

o (k) < 1.

Proof. Let (H∗
j , λ

∗
j , s

+∗
rj , s

−∗
ij , j ∈ F (Ek+ko)) be optimal solution of model

(5). By summation on j ∈ F (Ek+ko) for first constraint we have

yo
∑

j∈F (Ek+ko )

H∗
j 6

∑
j∈F (Ek+ko )

λjyj

and therefore
yoH

∗
o (k) 6

∑
j∈F (Ek+ko )

λjyj .

If we define (x̂ko , ŷ
k
o ) as projection of (xo, yo) on efficiency frontier Ek+ko ,

where x̂ko = xo, ŷ
k
o = H∗

o (k)yo, then we know (x̂ko , ŷ
k
o ) ∈ Ek+k0 and is in-

efficient DMU with respect to efficiency frontier Eko . If we solve model
(4) for this DMU and assume that the optimal objective H̄o(ko), then
H̄o(ko) > 1. It must noted that, projection of (x̂ko , ŷ

k
o ) on efficiency fron-

tier Eko , i,e. (x̂ko , ŷ
k
o H̄o(ko)) coincides previous (original) DMU, namely

(xo, yo), and therefore H̄o(k)H∗
o (k) = 1. Since H̄o(ko) > 1 we conclude

that H∗
o (k) < 1. �

Definition 3.2. We call FA∗o(k) ≡ 1
H∗

o (k) as k-degree FDH-attractiveness

of DMUo from a specific level Eko.
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Note that, the larger value of , shows that, DMUo is more attractive.

In fact DMUs in Ek+ko must try more to obtain the levels of input and
output of DMUo (∈ Eko) in comparing the other DMUs in Eko .
Now, for obtaining the FDH-progress measure for each DMU, we intro-
duce the following context-dependent DEA model:

P ∗o (k) = max
∑

j∈F (Eko−k)

Pj k = 1, . . . , ko − 1

s.t. Pjyro − yrjλj + s+rj = 0, r = 1, . . . , s, j ∈ F (Eko−k)
(xij − xio)λj + s−ij = 0, i = 1, . . . ,m, j ∈ F (Eko−k)∑

j∈F (Eko−k) λj = 1,
λj , s

+
rj , s

−
ij > 0,

(6)
where DMUo ∈ Ek0 . Clearly, P ∗o (k + 1) > P ∗o (k).

Theorem 3.3. In the assessment of DMUo ∈ Ek0 by model (6), for
each k ∈ 1, . . . , ko − 1, we have P ∗o (k) > 1.

Proof. The proof is similar to the proof of Theorem 3.1 and is omit-
ted. �

Definition 3.4. We call FP ∗o (k) ≡ P ∗o (k) as k-degree FDH-progress of
DMUo from a specific level Eko.

To improve the performance of an inefficient DMUo in Eko , we can con-
sider an individual DMU in each efficient frontier, Eko−k, k = 1, . . . , ko−
1, as a possible target. Note that, a smaller value of FP ∗o (k) is preferred,
that is, DMUo(∈ Eko) must try less than other DMUs in Eko to improve
its input and output levels to obtain the performance of some DMUs in
the efficient frontier, Eko−k, k = 1, . . . , ko − 1.

Remark 3.5. In fact, the attractiveness score for DMUo ∈ Ei shows the
distance between DMUo and DMUs in lower levels, that is, the worse
DMUs and the progress score for DMUo shows the distance between
DMUo and DMUs in upper levels, that is, the better DMUs. See figure
1 for more details.
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-

Figure 1: Attractiveness and Progress score of DMUo

3.2 Layer improvement of DMUs

To improve the performance of DMUo, instead of comparing it with
DMUs on level E1 and efforts for DMUo to reach this efficiency level, it
is better to do the given improvement step by step. That is, the method
suggests DMUo, to choose the nearest accessible layer, namely Eko−1

as the initial step for improving its performance. Next it should adjust
its inputs and outputs in order to achieve that efficiency level and then
having the required capacity, to make itself more efficient step by step
in the same way, to finally reach the efficiency level E1.
Regarding the model (6), in order to improve the efficiency level of
DMUo and shifting it from Ek0 to Ek0−k, we will have the following
changes in its inputs and outputs:

x̂o → xo −


j∈F (Eko−k)

s−j =


j∈F (Eko−k)

λjxj ,

ŷo → yo


j∈F (Eko−k)

Pj +


j∈F (Eko−k)

s+
j = yoP

∗
o (k) +



j∈F (Eko−k)

s+
j =



j∈F (Eko−k)

λjyj ,
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ŷo → yo


j∈F (Eko−k)

Pj +


j∈F (Eko−k)

s+
j = yoP

∗
o (k) +



j∈F (Eko−k)

s+
j =



j∈F (Eko−k)

λjyj ,



100 M. IZADIKHAH

3.3 Proposed algorithm

In short, we can present the proposed algorithm for step by step im-
proving inefficient DMUs as the following steps:
Step 1: By using the model (3.1), we obtain the levels of efficiency
frontiers.
Step 2: By using the model (3.2), we obtain FDH-attractiveness of
DMUs when different efficient frontiers are chosen as evaluation con-
texts.
Step 3: By using the model (3.3), we obtain FDH-progress of DMUs
when different efficient frontiers are chosen as evaluation contexts.
Step 4: By using these results, target DMU on the first upper layer for
each DMU can be characterized.
Therefore, by this algorithm, a step by step method to improve the
performance of DMUs can be calculated.

4. Numerical Example

In this section, we consider a group of some DMUs and apply the pro-
posed algorithm and then discuss about step by step improvement of
DMUs.

4.1 Data and results

Consider a group of 10 DMUs with two outputs and one single input of
one. The data set of DMUs are given in Table 2.
By using the DEA model (4), we obtain four levels of efficient frontiers.
They are: The following Statements
E1 = {DMUj |j = 1, 5, 8},
E2 = {DMUj |j = 2, 6, 7, 9},
E3 = {DMUj |j = 4, 10},
E4 = {DMUj |j = 3}.
By models (5) and (6), we consider the FDH-attractiveness and FDH-
progress of DMUs when different efficient frontiers are chosen as evalu-
ation contexts.
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-

In Tables 3 and 4, the results are given. Table 3 shows the FDH-
attractiveness scores for the sample DMUs based upon evaluation con-
text E1, E2, E3 and E4. Table 4 shows the FDH-progress scores for the
sample DMUs based upon evaluation context E1, E2, E3 and E4. Also,
in Table 4 target DMU on the first upper layer for each DMU is char-
acterized.
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5. Empirical Example

To illustrate the performance of the proposed approach, we employ the
above DEA methodology and our proposed algorithm on the empirical
example used in [9] and [2], with the assumption of variable returns to
scale. As can be seen in Table 5, the data set consists of 20 DMUs with 3
inputs and 3 outputs. The data are originally reported by Amirteimoori
et al. [2] which consist of 20 Iranian bank branches (DMUs) in 2005.
Three outputs include Deposits, Loans and Charges. Three inputs in-
clude Staff, Computer terminals and Space. In Table 5, we can see the
results of output oriented BCC model and also the results of output ori-
ented FDH model. It is obvious that more DMUs identified as efficient
by output oriented FDH model than output oriented BCC model.
By using the DEA model (4), we obtain two levels of efficient frontiers,
that are:

E1 = {DMUj |j = 01, 02, 03, 04, 05, 06, 07, 08, 09, 11, 12, 13, 15, 16, 17, 19, 20}
E2 = {DMUj |j = 10, 14, 18}.

By model (5), we consider the FDH-attractiveness of DMUs that belong
to E1 with respect to the DMUs in E2. The results appear in Table 6.
Also, by using model (6) we consider the FDH-progress of DMUs that
belong to E2 with respect to the DMUs in E1. Again, we can see the
results in Table 6. The results in Table 6 show that the definitions 3.1
and 3.2 are well-defined. From the results of Table 6, it is clear that the
nearest target for each inefficient DMUs, i.e. DMUs in E2, is DMU9.
Therefore, we can present some DMUs improvement approaches. For
example, the method suggests DMU10, DMU14 and DMU18 ∈ E2 to
choose layer E1 as the initial step for improving. However, this is the
only step for improving their performances. Therefore, the presented
methodology suggests, they should adjust and improve their current
levels of input and output into the new levels, i.e. (0.476,0.600,0.135)
and (0.080,0.364,0.244), respectively. That is, these DMUs achieve a
performance like a performance of DMU9. Therefore, these inefficient
DMUs can improve their efficiency level in one step.
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6. Conclusion

Considering the fact that, to improve the performance of an inefficient
DMU, sometimes, the target of improvement should be given among
the efficient observed DMUs, in this paper we have extended the con-
cept of context-dependent DEA based on the FDH model by using the
output oriented linear form of FDH model. We have introduced the
FDH-attractiveness and FDH-progress for each DMU. For this purpose,
we used the linear form of FDH model and combined it with the context-
dependent DEA models. By this manner, we proposed some new DEA
models and presented some theorems. Finally, an algorithm for step by
step improving the efficiency levels of inefficient DMUs is given. Imple-
mentation of a case study consists of 20 Iranian bank branches and also
a numerical example, verified the potential of the proposed methodol-
ogy.
As a future research, the scope of this work can be expanded in the
presence of imprecise and incomplete data.

Therefore, if DMUp and DMUq belong to same efficiency level, and at-
tractiveness of DMUp is larger than the attractiveness of DMUq and
progress of DMUp is smaller than progress of DMUq, then better rank-
ing is expected forDMUp. Thus, we can use this concept for rank DMUs.
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