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1 Introduction

The fractional calculus has a long history since 30 September 1695, when
the derivative of order a@ = 1/2 was described by Leibniz [16]. The the-
ory of derivatives and integrals of non-integer orders goes back to Leib-
niz, Liouville, Griinwald, Letnikov and Riemann. The fractional mathe-
matics has various applications in formulation of many scientific events
[16, 14]. The more than 3 hundered years old problem of geometric
and physical interpretation of fractional integration and differentiation
of an arbitrary real order of a function was finally given in the sense
of Riemann-Liouville fractional differentiation and integration and the
Caputo’s fractional derivative [3].

In recent years many problems in mathematics, physics and engi-
neering have been numerically solved by RBFs method, for instance, see
[9]. We focus on different kinds of RBFs as one of the most important
tools in engineering and sciences [16]. There are many different classes
of these fractional partial integro-differential equations of parabolic, hy-
perbolic and elliptic types [1].

In this study, we focus on the integro-differential equations in the
form of

t
(C)Dfu(:n, t) = g(z,t) + uga(x, t) +/k‘ x,t, T)u(z, 7)drT, (1)
0

where (z,t) € [a,b]x[0,T7], subject to the initial and boundary conditions

u(z,0) = f(x), = € [a,b], (2)
u(a,t) = h(t), wu(b,t)=1(), t€[0,T], (3)

where f, g, | and k are given continuous functions. This class of equa-
tions can describe some phenomena in compression of viscoelastic media
and nuclear reactor dynamics [13].

The motivation of this paper is to extend the application of the col-
location method based on the G-RBFs to solve FPPI-DEs. In recent
years, the subject of FPPI-DEs has been received more attention.
Riemann— Liouville fractional integration operator has bugs in model-
ing many real phenomena, whereas Caputo’s fractional derivative solves
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some of these difficulties, namely nonzero Riemann— Liouville’s deriva-
tive of constant functions, but Caputo’s fractional derivative of constant
functions is zero. In fact, Caputo’s fractional derivative is a generaliza-
tion of ordinary derivative and applies for problems relating to viscoelas-
ticity and oscillation. An example for the Caputo’s fractional derivatives
is the Abel’s problem [7].

Methods based on RBF's are practical tools for approximating mul-
tivariate functions and scattered data [10] on irregular areas, and so are
used in solving FPPI-DEs [2].

Fractional equations have been solved via the proposed methods by

a predictor-corrector approach and extrapolation by Diethelm [5], Ado-
mian decomposition method [0], variational iteration method, Homo-
topy perturbation method, Green’s function method, Homotopy anal-
ysis method, new perturbative Laplace’s method, Jafari’s method, El-
sayed’s method, Generalizations of differential transformation method,
block pulse function method, Integral mean value method, wavelet basis
method and other new methods [3].
The article is organized as follows: In Section 2, we express some defini-
tions regarding RBFs, fractional calculus and Gauss-Legendre quadra-
ture method. In Section 3, we describe RBFs Collocation method for
solving FPPI-DEs. In Section 4, we apply our method to various nu-
merical examples. Finally, an epilogue is given in Section 5.

2 Basic Definitions

2.1 Fractional Calculus

In this sub-section, we give some basic definitions and theorems of the
fractional calculus theory, which will be used later in this paper.

Definition 2.1. ([15]). A real function f(t), t > 0, is said to be in the
space Cy[0,00), p € R, if there exists a real number p (> u) such that
f(t) = tPfi(t), and fi(t) € C[0,00). Morever f(t) is said to be in the
space C}}[0, 00) if f(t) € CL]0,00), n € N.

Definition 2.2. ([15]). The Riemann-Liouville fractional integral op-
erator of order f > 0 of a function f € C,[0,00), p > —1, on the
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interval [0,t] is defined as:

1 t B
RL ¢4y = { T(B) / (t — 7)1 f(r)dr, B >0,

f(t)v 5:0-

In the sequel, we use the abbreviation I? instead of (])?thﬁ. Note that the
operator IP has the following properties:

(i) I°1% = 1°1°,
(i3) IP1® = 19FP,
(iii) I = L0 T D)oy
L(B+v+1)
where a, >0, t >0 and v > —1.

Definition 2.3. ([17]). The Riemann-Liouville fractional derivative of
order B > 0 is defined as:

RLDS f(1) = (d

&) . -1<s <),

where n is a natural number and f € CT[0,00).

The Riemann-Liouville derivative has certain disadvantages when try-
ing to model real-world phenomena with fractional differential equations
[1/]. Therefore, we shall now introduce a modified fractional differential
operator (C]Dtﬁ proposed by Caputo.

Definition 2.4. ([1/]). The fractional derivative of order 3 > 0 in the
Caputo’s sense, on the interval [0, s] is defined as:

1 S
6 DS f(s) = T(m—5) / (s — )" (r)dr, m— 1< B <m,
0
where m is a natural number, s > 0 and f € C7*[0,00). We remind that

the Caputo’s fractional derivative has the following useful property:

-1

IP(EDLf(s)) = f(s) = D f(07)
0

3

gk

ik s>0,m—1<p<m,

i

where m is a natural number, s >0 and f € C{"[0,0).
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2.2 Definitions of the RBF's

In this subsection we review some definitions and properties of the RBFs
method [12]. The well-conditionness of the interpolation problem for the
scattered data by RBFs method is guaranteed by positive definiteness
of the RBFs, because the function ¢ used in constructing the RBFs
is positive definite, then the corresponding interpolation matrix is also
positive definite, and so nonsingular.

Definition 2.5. A function ¢ : R* — R is called a radial function
whenever a function of one variable ¢ : [0,00) — R exists so that ¢(x) =
Y(r) where r = ||z||, and ||.|| is a norm on R?, usually Euclidean norm.

Definition 2.6. A real symmetric matriz A is called positive definite,
if its associated quadratic form is non-negative, i.e.,

N
CtAC = ZciAijcj > 0, for any C =[c1,¢2,...,¢cN] € R,
Z'7j

If the quadratic form is zero only for C = 0, then A is called positive
definite.

Definition 2.7. A continuous function ¢ : RY — R is called positive
definite on R%, if a matriz A € R™" with entries a;; = ¢ ||lz; — x| ,1 <
1,7 < N is positive definite, for any N pairwise different points X =
{z1,...,ox} €R? and C = [c1, ..., cn] € R, where we have:

N
CtgbC’ = Z C,L'qub(l’i — .Tj) > 0.

ij=1

Definition 2.8. A symmetric function ¢ € R x R? — R is condition-
ally positive definite of order m, if for the set X ={z1, . . . , ay} C R

N
of distinct points, and all vectors A\ € RN satisfying > Nip(z;) = 0 for
i=1

any polynomial p of degree at most m — 1, the quadratic form N o\ =
Yo Aidjo(x; — xj) > 0, whenever X # 0.
/L"j
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Table 1: Some well-known RBFs.

Number Name of RBF Abbreviation Smooth Definition
1 Gaussian GA Infinitely smooth  exp(—cr?)
2 Hyperbolic secant HS Infinitely smooth  sech (cr)
auchv i - 1
3 Cauchy CA Infinitely smooth 7
1
4 Inverse quadratic 1Q Infinitely smooth ———
4
5 Multiquadratic MQ Infinitely smooth — v/¢2 + 12
1
6 Inverse Multiquadratic IM Infinitely smooth
e ¢ ’ VEi e
7 Generated Multiquadratic ~ GMQ Infinitely smooth ((:2 + 7“2)7, a>0,a¢2N
8 Linear spline LS Piecewise smooth r
9 Cubic spline CS Piecewise smooth 73
10 Quintic spline QS Piecewise smooth  7®
11 Power Splines PS Piecewise smooth 721 k€ N
12 Thin plate spline TPS Piecewise smooth  721Inr
ok —
13 Generated thin plate spline GTPS Piecewise smooth log " lli:ii((‘lr’l
14 Wendland w Piecewise smooth (1 )''p(r), p: a polynomial
2.3 Introduction of the Famous RBF's

The most famous examples of conditionally positive definite RBFs of
order m according to Table 1 are GA, GMQ, TPS, PS, MQ and IMQ),
respectively given by

i) ¢(r) = exp(—cr?), ¢>0,m >0,
i) ¢(r) = (a® + )2 —d < k <0,k € 2Z+1,a#0,m >0
iii) ¢(r) = (=) logr, k€ Nym >k +1,

D2k >0k € 2N+ 1,m > [k/2],
1)[k/2] (42 Jrr)k/2 k>0ke2N+1,m> [k/2],

i) ¢(r) = (=1
v) ¢(r) = (-1

where [k/2] shows the smallest integer greater than k/2.

Note that RBFs are mainly divided into two categories as follows [11]:
(i) Infinitely smooth RBFs,

(i) Piecewise smooth RBFs.

In the case of infinitely smooth RBF's, the existence of a shape param-
eter affects both accuracy of the solution and the condition number of
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Figure 1: Graph of the absolute error function with ¢ = 0.01 and
8 = 0.25 in Example 4.1.

the collocation matrix, while piecewise smooth RBFs are free of shape
parameter. Because of some characteristic features of the RBF functions
due to their radial nature, their implementation process in high dimen-
sional domains and irregular domains is easier than traditional method.
In two cases we review the matrix A resulted from interpolation with

RBFs.

RBF Interpolation Method

Suppose that the approximation Sf(z) of f(z) on an arbitary point

set X = {z;}Y, can be written as a linear combination of N basis
N

functions in the following form Sf(x) = > ai¢(x — z;), where N is

=1

K3
the number of data points, d is the dimension of the problem and «;’s
are the coefficients to be determined. In order to determine the «;’s we
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require that Sf(z;) = f(x;), or in matrix notation:
N
Sf(z) = Z@z¢(9€ —x;), AA=f, A= [aij]gj:p
i=1

Where aij = QSH‘T@ _‘TJH ,i,j = 172737”'7N7 f = (f17f27"'7fN)T7 A =
(a1, ag, ..., aN)T. Note that the interpolant S f(x) is unique if and only

if the matrix A is nonsingular. The most famous examples according to
the RBE’s table are GA, 1Q, IMQ and LS.

Augmented RBFs Interpolation Method

RBFs interpolation of a continuous function f : R — R on a set X =
{x1,29,...,xn} starts with choosing a radial function ¢ : R — R. We
assume ¢ is strictly conditionally positive definite of order m, and so the
interpolant has the form

N L
Sf(w) = aiple — i)+ Y Ajpj(x),z € R?
-1 =1

where

L= dimIe — <d+m_1>

d

. . d . . .
and {p1,...,pr} is a basis for II% . The interpolation problem is to find

a;,i=1,...,N and \j,j = 1,..., L such that the interpolant Sf(x) sat-
isfies

Sf(xz) :fi, l iIl,...,N,

L
D Api@i) =0, j=1,..,L (4)
7=1

In fact we can write this system in matrix form as:

F0-0
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where A and P are N x N and N x L matrices, respectively with the
N .
elements A = [a;] i1 @ij = @ |zj — il ,4,5 =1,2,..., N,

F=f1for o I A= (01, Ay ooy AN, Piy=Pj(2),i = 1,2,..., N, j =
1,2,..,L and a € RNV, X\ € R¥ are the vectors of coefficients of Sf(x)
and the components of f are the data f(z;),7 = 1,2,3,...,N. For any
set of N distinct points X = {z;}Y,, the (N + L) x (N + L) system (4)
has a unique solution, whenever P has full rank L. In this of case X is

~1
said to be un-solvent with respect to dimI1%,. Let [b;;] = ( ;T g) .

N
From system (5), we can obtain a; = Y bypfp,i = 1,...,N, \; =
k=1

N
> bj+n)kfr,J = 1,..., L. Note that the matrix A in this case is sin-
k=1

gular. The most famous examples according to Table 1 are TPS, PS,
MQ and IMQ. If we use a positive definite RBF in constructing A, then
A will also be positive definite, and as a result the system (5) always
has a unique solution [4].

2.4 Gauss-Legendre Nodes and Weights

Let Lpr+1(€) be the Legendre polynomial of degree M +1 on [—1, 1], i.e.

LO(E) = 17
Ll(g) :fa
Ly1(§) = 2]]\\44_:—11§LM(§) - mLM—1(§)7 M=12,....

Then, the Gauss-Legendre nodes —1 < &y < & < ... < &y < 1 are
the zeros of Lyry1(€). We approximate the integral of f(£) on [—1,1]

M
as : f_ll f(&)dE ~ > w;f(&), where &’s are the Gauss-Legendre nodes
i=0

and w; = for i = 0,1,...,M are the Gauss-Legendre

2
(1_§i2)(L,1u+1(fi))
weights. The integration is exact whenever f(€) is a polynomial of degree
<2M + 1.
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3 Description of the Proposed Method

In this section, we describe the RBF's method for the smooth solution of
Eq. (1), subject to the initial and boundary conditions (2) and (3). The
time fractional derivative defined in Eq. (1) is a weakly singular integral
operator. So, using integration by parts, we transform this operator into
the following non-singular equivalent one

¢
ODﬁ (x,t) / (t — ) Pupr(z, 7)dr +
0

— 1Py (x,0).

(7)
By substituting Eq. (7) into Eq. (1), we obtain the following fractional
integro-differential equation:

1
I'(2-7)

t
1

dr = g(z,t) — =———t'7F 0
/ —T) uTT(x T)dr = g(z,t) — NE) u(x,0)
0
t
+ Ugy (2, t) —i—/kmtr , T)dT. (8)
0
We generate the collocation points z; and ¢; by
+ 28 i =0,1,...,N
Ti=a+ —1 1=
i N1 ) s Ly s 4V,
T
ti=—j =0,1,..., No.
J Ngj’ J s Ly 5 4V2

Now, we approximate u(z,t) in Eq. (8) by the RBFs in the following
form:

N1 N
t) ~ Z Z o i ()5 (1), (9)

i=0 j=0
where «;; for i = 0,1,..., Ny and j = 0,1,..., Ny are unknown coeffi-
cients, and ¢;(z) = (x - :L'l) and ¢;(t) = ¢(t —t;). By substituting Eq.
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(9) into Eq. (8), we achieve

Ni N L
2 6 ;]Z;az]d)z 0/ t—T (r)dr = g(x,t)
N1 N2
1-8
2 B ot ;Jzoazj(m

N1 N2

DI A
i=0 j=0
¢ N1 No

+/k 26,733 ayei(a)g;(Tdr. (10)
0 =0 j=0

Now, we transfer the integration interval [0, ¢] to the fixed interval [—1, 1]
for using some appropriate properties of quadrature formula in the pro-
posed method. To this end, the following transformation has been con-
sidered

r(tE)=s6+5, ~1<E<L

Employing this transformation, integrals in Eq. (10) take the following
forms:

t 1
/(’5 =) P (r)dr = ;/(t —7(t,)) 7P (7(1,€)) dg 2 O1(t),
0 R (11)
and
¢ N1 Ny
/kxtT ZZaUqbz T)dT =
0 =0 j=0
! 1 2
S/W L)Y Y aijdi(w)di (r(t €)dE 2 Oa(a,t).  (12)
—1 =0 j=0

Applying an (7 + 1)-point Gauss-Legendre quadrature formula relative
with the nodal points &, in the interval [-1,1] and the corresponding

11
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weights w, for numerically computing the integrals in Egs. (11) and
(12) yields

O1(t) ~

N | o+

Y owe (b= 7(8,6)) 77 ¢ (r(1.€)) £ 61(1),
=0

Zwr ItTtgr Zzaz]¢z tg?“))

=0 j=0
= @2(1’,t). (13)

From Egs. (10)-(13), we can define the following residual function for
the the problem (1):

N1 N2 N1 N2
R(z,t) é Z Zaz]¢z 1(t) — Zzamﬁbg(m)gé (t)
i=0 j=0 i=0 j=0
N1 No N
2 5 ———— "IN " i (2)(0) — g(x,t) — Oa(x,t) = 0.
=0 5=0
(14)
Since we need to find the unknown coefficients «;; for ¢ = 0,1,..., Ny
and j = 0,1,..., N2, we follow the procedure by forming a system of

(N1 + 1)(IN2 4+ 1) equations. To this end, from Eq. (14), we generate
(N1 — 1) N3 linear algebraic equations as follows:

R(z;,t;) =0, fori=1,2...,Ni—1,j=12_... N, (15)
Also, from Egs. (2) and (3), we generate N; + 2Ny + 1 linear algebraic
equations as follows:

Ny Ny
Ay (z,) 2 Zzaij¢i($r)¢j(0) — f(z) =0, r=1,2,...,N; —1,
i=0 j=0
N Ny
237N aiigi(a)g(ty) —h(t:) =0, 1 =0,1,...,Ny,
i=0 j=0
N Ny

3(tr) 2D 0 0di(b)dsty) — 1(t) =0, r=0,1,...,No. (16)

i=0 j=0
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Thus, Egs. (15) and (16) including (N7 + 1)(NN2 + 1) equations can pro-
vide the unknown coefficients a;; fori = 0,1,..., Nyand j = 0,1,..., Na.
Consequently, we can approximately determine u(z,t) using Eq. (9).

4 Numerical Examples

In this section, some numerical examples are provided to demonstrate
the applicability and accuracy of the proposed method. Also, for the nu-
merical quadrature rule, we used the 40-point Gauss-Legendre quadra-
ture formula. It is worth mentioning that all numeric computations are
performed via MAPLE 18 with 60 decimal digits on a X64-based PC
with Intel (R) CPU Corei 4, 2.50 GHz with 8.0 GB of RAM.

Example 4.1. Consider Eq. (1) on the domain [—1,1] x [0, 1], where

gz, t) =(1 — 1:2)7517'8]32 2-8 (_t2) n (1;2 — 1)(xsin(t) — exp(xt) + cos(t))

22 +1
+ 25sin(t),

and
k(z,t,7) = —exp(x(t — 7)),

in which E, ¢(2) is the Mittag-Leffler function with two parameters
which is defined in [11] by

Buc) =2 TG 5o

Jj=0

The initial and boundary conditions can be computed by using the exact
solution that is u(x,t) = (1 — 2?)sin(t).

This problem is solved by the proposed method for N; = 5 and Ny = 10.
The absolute errors obtained by the proposed method with two val-
ues of shape parameter ¢ for three values of 5 in some selected points
(x4, t;) € [=1,1] x [0, 1] are reported in Table 2. Graph of the absolute
error function for the case ¢ = 0.01 and 8 = 0.25 is shown in Figure 2.
From the obtained results, it can be concluded that the proposed method
can provide numerical solutions with high accuracy for this problem in
all cases. Meanwhile, as it can be seen in Table 2, two selected shape

13
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parameters lead to almost the same results. Note that the best value
for the shape parameter can be obtained by employing an appropriate
optimization method. It should be mentioned that throughout the pa-
per, we have used the first 10 terms of the above series that represents
the Mittag-Leffler function.

Table 2: Absolute errors obtained by the proposed method with two
values of the shape parameter for three values of 8 in Example 4.1.

c=0.01 c=0.05
(2, 1) =025 B=055 B=075 =025 B=065 [B=085
( Y 1.0000E-13 1.1000E-13 6.0000E-13  2.0000E-19 1.6000E-18 2.3000E-18
( ) 5.0046E-09 5.0051E-09 3.3214E-07  4.1102E-07 2.2823E-07 8.4240E-08
(=0.6,0.6) 4.5640E-09 4.5647E-09 3.0433E-07  2.6709E-07 8.5414E-08 2.1074E-07
( )

( )

2.0217E-09  2.0222E-09 1.4232E-07 1.3902E-07 3.1601E-08 1.1966E-07
2.6904E-10  3.0000E-13  2.4377E-08 6.4970E-08 2.1880E-08 1.5021E-08
( ) 2.6944E-10 2.6985E-10 2.4378E-08 6.4942E-08 2.1871E-08 1.5024E-08
( ) 2.0212E-09 2.0216E-09 1.4225E-07 1.3858E-07 3.1386E-08 1.1974E-07
(0.6,0.6)  4.5565E-09 4.5578E-09 3.0382E-07 2.6521E-07 8.4370E-08 2.1108E-07
( ) 4.9854E-09 4.9863E-09 3.3080E-07 4.0733E-07  2.2600E-07 8.4943E-08
( ) 2.6918E-10 3.0000E-13 8.0000E-13 4.0000E-19  1.2300E-18 7.4700E-19

Example 4.2. Consider Eq. (1) on the domain [—1,1] x [0, 1], where

gla,t) =(1—a?) " By g (1)
N (2% — 1) (z cos(at) + sin(xt) — zexp(t))
22 +1

+ 2exp(t),

and
k(xz,t,7) = —sin(z(t — 1)),

subject to the initial condition u(z,0) = 1 — 22 and the homogeneous
boundary conditions. The exact solution of this problem is u(z,t) =
(1 — x2) exp(t). We have solved this problem by applying the proposed
method for Ny = 5 and Ny = 8. The absolute errors obtained by the
proposed method with two values of shape parameter ¢ for three values
of 4 in some selected points (z;,t;) € [—1, 1] x [0, 1] are reported in Table
3. Graph of the absolute error function for the case ¢ = 0.1 and g8 = 0.5
is shown in Figure 3. The obtained results confirm that the proposed
approach is an effective tool in solving such problems.
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Figure 2: Graph of the absolute error function with ¢ = 0.01 and
8 = 0.25 in Example 4.1.

Table 3: Absolute errors obtained by the proposed method with two
values of the shape parameter for three values of 5 in Example 4.2.

c=0.1 ¢ =0.001

(24, t:) B=025 B=05 B=0.75 B=02 B=06 B=038

( ) 4.0000E-21 4.0000E-21 6.0000E-13  1.8000E-20 2.0000E-05 3.0000E-04
( ) 2.1597E-05 2.1597E-05 3.3214E-07  2.1578E-05 3.4734E-05 5.2657E-06
(=0.6,0.6) 1.4976E-05 1.4976E-05 3.0433E-07  1.5196E-05 2.6032E-05 4.3968E-05
( )

( )

9.0994E-06  9.0994E-06 1.4232E-07 9.7459E-06  7.2540E-06 3.2746E-05
5.9745E-06 5.9745E-06 2.4377E-08 7.4113E-06 1.6648E-05 3.5335E-04
( ) 7.1760E-06 9.0000E-21 4.6565E-06 1.1352E-05 1.6648E-05 3.0948E-05
( ) 9.5700E-06 9.0557E-06 8.8880E-06 4.5254E-05 2.7254E-05 9.8460E-06
(0.6,0.6) 1.4952E-05 1.4821E-05 1.5452E-05 7.5032E-05 2.3968E-05 2.5232E-05
( ) 2.1262E-05 2.1330E-05 2.2173E-05 1.8266E-05 1.5266E-05 2.9834E-05
( ) 3.0000E-21 9.0000E-21 6.6000E-21 3.4000E-05  2.0000E-05  3.9200E-05
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0.000025

Figure 3: Graph of the absolute error function with ¢ = 0.1 and 8 = 0.5
in Example 4.2.

Example 4.3. Consider Eq. (1) on the domain [0, 1] x [0, 1], where

20(1 —2) 5 5 exp(t?z)(t*x3 — t*a? — 26222 4 2620 — 2)
INGENG)) 322
+ 2t2,

g(l‘,t) =

and
k(xz,t,7) = —exp(atr),

subject to the homogeneous initial and boundary conditions. The exact
solution of this problem is u(x,t) = t?z (1 — ). The proposed method
is applied for solving this problem where Ny = 9 and Ny = 7. The
obtained numerical results reported in Table 4 and Figure 4. The yielded
results confirm that the presented method is high accuracy in solving
this example. Moreover, from Table 4, it can be concluded that there
is no significant difference between the numerical results obtained via
¢ = 0.5 and the ones obtained via ¢ = 0.001.
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Table 4: Absolute errors obtained by the proposed method with two
values of the shape parameter for three values of 5 in Example 4.3.

c=0.05 ¢ =0.001

(zi,t;)  B=02 B=05 B=0.15 B=02 B=06 B=038
(0.2,0.2) 4.9927E-10 3.7641E-09 2.6513E-08 9.5000E-11 8.2100E-09 1.8500E-08
(0.4,0.4) 2.0210E-09 1.7756E-08 1.1626E-07 6.4300E-10 3.9110E-08 1.2360E-07
(0.6,0.6) 4.4404FE-09 3.4003E-08 2.0437E-07 1.3560E-09 7.1120E-08  2.3800E-07
(0.8,0.8) T7.5879E-09 3.6194E-08 1.9048E-07 1.4150E-09  6.7900E-08 2.1560E-07
(1.0,1.0) 3.7100E-26 4.0000E-27 9.6000E-26 1.6000E-11  1.4000E-10  1.3900E-08

Figure 4: Graph of the absolute error function with ¢ = 0.001 and
B = 0.2 in Example 4.3.

Example 4.4. Consider Eq. (1) on the domain [0, 5] x [0, 1], where

2
.,
g(z,t) :Mt?’_ﬁ — (2t3 cos? (z) — 2t3 sin? (z))
y sin? (z)(—t32® — 3t222 — 62t + 6 exp(xt) — 6)
x? ’

and
k(z,t,7) = —exp(atr),

17
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subject to the homogeneous initial condition, and the boundary condi-
tions u(0,¢) = 0 and u (5,t) = ¢3. The exact solution of this problem is
u(z,t) = t>sin?(x). The obtained results by applying the proposed
method with Ny = 5 and Ny = 8 for two selections of the Gauss-
Legendre points are reported in Tables 5 and 5. These results show
that the presented method can lead to numerical solutions with high
accuracy provided the shape parameter is selected appropriately. Also,
it can be seen that the numerical results obtained with ¢ = 0.5 are more
accurate than the ones obtained with ¢ = 0.98. We emphasize that
the best value for the shape parameter can be exacted by utilizing an
appropriate optimization method. Meanwhile, by comparison the nu-
merical results summarized in Tables 5 and 6, it can be seen that there
is no significant difference between the numerical results obtained via
20 Gauss-Legendre points and the ones obtained via 40 Gauss-Legendre
points.

Table 5: Absolute errors obtained by the proposed method with two
values of the shape parameter and three values of 8 via 20-point Gauss-
Legendre quadrature formula in Example 4.4.

c=0.5 c=0.98
(i, ti) 8 =0.30 B =0.47 8 =0.70 £ =0.30 8 =0.47 B =0.70
( ) 1.5935E-07 1.9263E-07 2.9610E-07 1.7318E-05 1.5271E-05 1.1084E-05
( ) 8.7320E-07 3.0967E-07 1.3649E-06 8.1439E-05 6.9177E-05 4.9439E-05
(0.3m,0.6) 1.0212E-05 7.9706E-06 1.2360E-06 1.9132E-04 1.6526E-04 1.2282E-04
( )
( )

5.2105E-05 4.8137E-05 3.6355E-05 3.2403E-04 2.9590E-04 2.4810E-04
9.0000E-50  7.0000E-53  7.0000E-52 1.3000E-49 2.0000E-48 1.0000E-47

Table 6: Absolute errors obtained by the proposed method with two
values of the shape parameter and three values of 8 via 40-point Gauss-
Legendre quadrature formula in Example 4.4.

c=0.5 c=0.98
(24, ;) £ =0.30 [ =0.47 £ =0.70 £ =0.30 £ =0.47 5 =0.70
( ) 1.5272E-07 1.6604E-07 1.9927E-07 1.7324E-05 1.5297E-05 1.1180E-05
( ) 9.6468E-07 6.7590E-07 7.3124E-08 8.1530E-05 6.9540E-05 5.0866E-05
(0.3m,0.6) 1.0570E-05 9.3811E-06 6.7962E-06 1.9167E-04 1.6665E-04 1.2832E-04
( )
( )

5.2748E-05 5.0622E-05 4.6000E-05 3.2466E-04 2.9832E-04 2.5751E-04
0.0000E-00 5.0000E-53 1.1000E-52 1.0000E-49  6.0000E-49 4.0000E-47
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5 Conclusion

In this paper, a numerical method based on the radial basis functions
(RBFs) has been developed and applied for the numerical solution of a
class of linear fractional parabolic partial integro-differential equations
(FPPI-DEs). The established method transforms such problems into
equivalent systems of algebraic equations by expanding the solution of
the problem in terms of the RBFs and applying Gauss-Legendre inte-
gration formula. Several test problems have been provided to show the
accuracy of the presented approach. The achieved results confirm that
only a few number of the RBFs are sufficient to obtain a high accurate
numerical solution for such problems. The presented method can easily
be developed for other classes of fractional partial integro-differential
equations.
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