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Abstract. In this paper, we define an H(:,-)-mixed relaxed co-n-
monotone mapping and we apply the same for solving a resolvent equa-
tion problem in Hilbert spaces. We also prove some of the properties of
H(-,-)-mixed relaxed co-n-monotone mapping. A mann-type iterative
algorithm is developed to approximate the solution of resolvent equation
problem. Convergence of the iterative sequences is also demonstrated.
In support of the concept of H(-,-)-mixed relaxed co-7-monotone map-
ping, we construct an example.
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1. Introduction

The ideas and techniques of variational inequalities are being used to
interpret the basic principles of pure and applied sciences in the form of
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simplicity and elegance. It is worth-mentioning that the variational in-
equality theory constitutes an important and significant extension of the
variational principles. Since the theory of variational inequalities (inclu-
sions) is quite application oriented, thus developed a lot in recent past
in many different directions. This theory provides us, a framework to
understand and solve many problems occurring in economics, optimiza-
tion, transportation, elasticity and applied sciences, etc., see [6,7,10,11]
and references therein.

Equally important is the concept of resolvent equations, which is mainly
due to Noor [12] and he developed equivalence between variational in-
equalities and resolvent equations. The resolvent equations technique is
quite general and flexible. This technique has been used to develop some
numerical methods for solving variational inclusions. It is notable that
the resolvent equations include the Wiener-Hopf equations as a special
case. The Wiener-Hopf equations technique was used to develop various
numerical methods for solving the variational inequalities and comple-
mentarity problems. Thus, the approach of resolvent equations is quite
applicable in nature and depends upon some type of resolvent operators.
In 2001, Huang and Fang [3] first introduced the concept of generalized
m-accretive mapping and defined a resolvent operator for the general-
ized m-accretive mapping in Banach spaces. After that, Fang et al. [7],
Lan et al. [9] and many others introduced and studied many general-
ized mappings. Very recently, Ahmad et al. [1] introduced and studied
H(-,-)-co-monotone mapping and its resolvent operator in real Hilbert
space. For related work, see also [2—1].

Motivated by the facts stated above, in this paper, we define a new
generalized monotone mapping and we call it H(-,-)-mixed relaxed co-
n-monotone mapping. We prove some of the properties of H(-,-)-mixed
relaxed co-n-monotone mapping and develop a resolvent operator asso-
ciated with H(-,-)-mixed relaxed co-n-monotone mapping. Finally, we
solve a resolvent equation problem. In support of definition of H(,-)-
mixed relaxed co-n-monotone mapping, we construct an example.
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2. Preliminaries

We begin this section by recalling required definitions and concepts to
prove the main result of this paper. Their details can be traced in [2].

Definition 2.1. Let H : X x X — X, n: X xX — X and
A, B: X — X be the mappings. Then

(1) H(A,-) is said to be n-cocoercive with respect to A if for a fized
u € X, there exists a constant v > 0 such that

(H(Az,u) — H(Ay,u),n(z,y)) > v||Az — Ay|?, Vz,y € X;

(ii) H(A,-) is said to be relazed n-cocoercive with respect to A if for a
fizred u € X, there exists a constant p > 0 such that

(iii) H(-, B) is said to be a-§-relaxed n-cocoercive with respect to B if
for a firted uw € X, there exist constants o, & > 0 such that

(H(u, Bzx) — H(u, By),n(z,y)) > ()| Bz — By||* + {|lz — y|1%,
Va,y € X;

(iv) H(A,-) is said to be p-Lipschitz continuous with respect to A if for
a fired u € X, there exists a constant p > 0 such that

I1H(Az,u) — H(Ay, u)|| < pllz —yll, Vz,y e X.

Similarly, we can define the Lipschitz continuity of H with respect
to B in the second argument.

Definition 2.2. A multi-valued mapping M : X — 2% is said to be
m-relazed n-monotone if, there exists a constant m > 0 such that

(u—wv,n(z,y)) > —mlu—ov|>, Yu,v€ X,z € M(u),y € M(v).
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Definition 2.3. Let AAB: X — X, Hn: X x X — X be the
single valued mappings such that H is p-relaxed n-cocercive with respect
to A and a-§-relazed n-cocoercive with respect to B. Then a multi-valued
mapping M : X — 2% is said to be H(-,-)-mized relaxed co-n-monotone

mapping with respect to A and B, if M is m-relaxed n-monotone and
(H(A,B)+ AM)(X) = X, for every A > 0.

In support of above definition of H (-, -)-mixed relaxed co-n-monotone
mapping, we give the following example.

Example 2.4. Let X = R? with usual inner product. Let A, B : R? —
R? be defined by

Alx) = (=2z1,21 —2x9), V2 = (21,20) € R%;
B(y) = Quuyi+y2), Vy=(y.12) € R%
Let n : R? x R? — R? is defined by
n(z,y) =z —y, Vo,y € R2.
Suppose H(A, B) : R? x R? — R? is defined by
H(A(x), B(y)) = A(z) + B(y), Vx,yecR?

Then, H(A, B) is relaxed n-cocoercive with respect to A with constant
% and (1, 2)-relaxed n-cocoercive with respect to B.The verification is as
follows:

(H(A(z),u) — H(A(y),u),n(z,y))
= (A(z) — Ay),z —y)
= <( =221 —y1), (1 —y1) — 2(z2 — ¥2)), (21 — w1), (w2 — y2))>
= 2(z1 —y1)” + (21 — 1) (z2 — y2) — 2(w2 — 12)°
= —[2(z1 — 1) + 2(x2 — 12)” — (21 — 1) (22 — p2)],
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1A(z) = A(y)|?
Therefore,
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(A(z) — A(y), A(z) — A(y))

Az —y1)” + (21— y1)° + 42 — y2)°

—4(x1 —y1) (@2 — y2)

51 —y1)? — 41 — y1) (w2 — 3o) + 4(m2 — y2)°
8(x1 —y1)* — 4(z1 — y1) (w2 — y2) + 8(z2 — 2)?
42(z1 — 1) — (z1 — y1) (22 — 2) + 2(22 — y2)°}
—4(H(A(z),u) — H(A(y), w),n(z,y)).

(H(A(z),u) = H(A(y), w), n(x,y)) = —iHA(x) — AW,

which implies that H(A, B) is relaxed n-cocoercive with respect to A

with constant % .

Further,

(H (u,
= (B(z) -
- (@@
= 2z

Also

1B(x) — B(y)|I*

and

B(z)) -

)

H(u, B(y)).n(x.y))
< > )
y) + (@2 = 2)), (@1 = y), (w2 — 12)) )
( —y1) (w2 — y2) + (w2 — y2)°.

(B(z) — B(y), B(z) — B(y))

= Az —y1)’ + (21— 91)° + (22 — 12)°

+2(21 — y1)(z2 — y2)
5l —y1)? + (22 — y2)® + 2(21 — y1) (w2 — 12);

lz —ylI> = (z1 — 1) + (z2 — y2)*.
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Now,

— |IB(z) — By)|I* + 2]z -yl

= =3(z1— 1)’ + (z2 — 12)” — 2(x1 — 1) (2 — 12)
21 —y1)? + (21— y1) (w2 — 1) + (22 — 12)°
(H(u, B(z)) — H(u, B(y)),n(z,y));

IN

ie.,
(H(u, B(x)) - H(u, B(y)),n(z,y)) > || B(z) = By)|I* + 2|z - y|*.
Therefore, H(A, B) is (1, 2)-relaxed n-cocoercive with respect to B.
Suppose that M : R? — 2B is defined by

M(z) = (=3x1, —2x9), V(21,29) € R%
Now,
(M(@) = M).n(ey) = (=31 —y),~2z2 = 1)),

(1 —y1), (22 — yz))>
= —[3(x1 —y1)* + 2(z2 — 12)?;

and
lz—yl? = (z—y,x—y)
= (21— )" + (22 — 1)’
< 31— y1)® + 2(x2 — y2)?
= (=)(M(z) — M(y),n(z,y));

(M (a) = M(y),n(z,y)) > (=1)[lz — y||*

Therefore, M is 1-relaxed n-monotone. Also, for A > 0, one can easily
check that
(H(A, B) + AM)R? = R?,

which shows that M is H (-, -)-mixed relaxed co-n-monotone with respect
to A and B.
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Theorem 2.5. Let H(-,-) be a p-relaxed n-cocoercive with respect to A
and a-§-relaxed n-cocoercive with respect to B, A is -Lipschitz contin-
uwous and B is vy-Lipschitz continuous. Let M be H(-,-)-mized relaxed
co-n-monotone with respect to A and B. Then the operator (H(A, B) +

— 2 2
AM) =1 s single-valued for 0 < X < §— (uB* +ay )
m

Proof. For any given u € X, let z, y € (H(A,B) + AM)"Y(u). It

follows that
—H(Az, Bx) + u € AMz;

—H(Ay,By) +u € AMy.
As M is m-relaxed n-monotone, we have
1

X(—H(A% Bzx) +u — (—=H(Ay, By) + u),n(x,y))

— —%(H(A:p, Bzx) — H(Ay, By),n(z,y))

(1)

—mlz —yl?

IN

_ —%(H(A:n, Ba) — H(Ay, Bx) + H(Ay, Bx)
—H(Ay, By),n(=,y))
— —%(H(A:n, Bz) — H(Ay, Bz),n(z,y))
1

~3 (H (Ay, Bx) — H(Ay, By).n(z.y)). (2)

Since H is p-relaxed n- cocoercive with respect to A and «a-&-relaxed
n-cocoercive with respect to B, A is §-Lipschitz continuous and B is
~-Lipschitz continuous,thus (2) becomes

—mAle —yll* < pBPllr —yl® + ar’llz — yl? — €z — yl?

= (B +ay’ =&z —y|%

which implies that
mA|z —y|* > —(u? + ar® = )|z — ylI*. (3)

£ — pp? —ar?
m

If x # y, then A\ >
£ — (nf* + ay?)

m
single-valued. O

, which contradicts that 0 < A <

Thus, we have x = v, i.e., (H(A,B) + AM)~! is

29
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Definition 2.6. Let H(A, B) be a p-relazed n- cocoercive with respect
to A and a-E-relaxzed n-cocoercive with respect to B, A is (-Lipschitz
continuous and B is vy-Lipschitz continuous. Let M be an H(-,-)-mized
relaxed co-n-monotone mapping with respect to A and B. The resolvent

operator Rﬂ\})_n : X — X associated with H and M is defined by

RYG 7 (w) = [H(A, B) + AM] ™! (u), Yu € X. (4)
Theorem 2.7. Let H(A, B) be a u-relaxed n-cocoercive with respect to
A and a-§-relaxed n-cocoercive with respect to B, n: X x X — X
be o-Lipschitz continuous. A is B-Lipschitz continuous and B is ~y-
Lipschitz continuous. Let M be an H(-,-)-mized relazed co-n-monotone
mapping with respect to A and B. Then the resolvent operator de-

fined by (4) is [€ —m\ — (uB2 + ay?)]

€ — (up?+ av?)
m 3 6Coy

-Lipschitz continuous for 0 < A <

o

[€ —mA — (uB? + ar?)]

H(-,)— H(-,-)—
IR ™ () =Ry () < lu—v]), Vu,v € X.

()

Proof. Let v and v be any given points in X. It follows from (4) that

R (w) = [H(A, B) + AM] ™" (u);

(6)
H(-\)— _
R 7(0) = [H(A, B) + AM] " (0).
For the sake of clarity, we denote
=R W)t = Ry )
Then (1) implies that
1
5 (u= H(A(), B(h)) € M(t);
1 (7)

%@_Hm@pmmDeM®)
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Since M is m-relaxed n-monotone, we have

—m%—thSi<@—HMm%MmD—@—HM®%MMD,

n(t17t2)>

_ §<u —v— H(A(t), B(t1)) + H(A(t2), B(t2)),

n(ts, t2)>,
which implies that
—mAl — ol < u— vt t) + (- HA®W),BR) )
FH(A(t2), B(t2)), n(t, 12) )-
By Cauchy-Schwartz inequality and (8), we have

lu=vlllnttrt2) > (u—v.n(ts,t2))
—( = H(A(t1), B(t1)) + H(A(t2), B(t2)),

Y

Nt t2)) = mAlts — tal]

(H(A(h), B(t)) - H(A(t2), B(t2)),

n(t1,t2)) — mAllty — ta]

= (H(A(t), B(t) = H(A(t2), B(t2)),n(t1.t2) ) —
mAllt = o2 + (H(A(t), B(t)) -

H(A(ta), B(t2)),n(t1,12) ). (9)

As H is p-relaxed n-cocoercive with respect to A, a-£-relaxed n-cocoercive
with respect to B, n: X x X — X is o-Lipschitz continuous, A is -
Lipschitz continuous and B is ~-Lipschitz continuous, we have

ollu—v|||lt1 — t2|| > [~pB® — ay® + & — mA[[t1 — ta|*.

31
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Thus, we have

o
t1 —taf| < — v,
=l = [€ = mA — (B + a?)] o=l
ie.,
IR ) = RYS ) < allu = oll, Vv € X,
where 6; = g . This completes the proof. O

[€ —mA — (B2 + ay?)]

3. Resolvent Equation Problem and Existence
Theory

In this section, we deal with a variational inclusion problem and its
corresponding resolvent equation problem. We establish an equivalence
relation between both the problems. An iterative algorithm is also de-
fined to approximate the solution of the resolvent equation problem.

Let T,F : X — CB(X), M : X — 2% be the multi-valued mappings,
S: X xX — X and g: X — X are the single valued mappings. Then
we consider the problem of finding v € X, z € T'(u), y € F(u) such that

0 € S(z) + M(g(u). (10)
Problem (10) is called variational inclusion problem, studied by many
authors, see e.g. [12, 13].

In connection with the variational inclusion problem (10), we con-
sider the following resolvent equation problem:

Find z,u € X, z € T(u), y € F(u) such that
S(a.y) + A5 ) =0, (11)
where A > 0 is a constant and J (-7-)—77( )=[I —H(AR ’5\4) "(2)),
)-

B(ng\'/f")_n(z)))} where [ is the identity operator, R, 5\4 " is the resol-
vent operator and

HIARY S 7"(2)), BRY ()

_ ()—n H( )=, (12)
[H(A(R (), ( v ONIE)-
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Lemma 3.1. The triplet (u,z,y), where u € X,z € T'(u),y € F(u), is
a solution of variational inclusion problem (10) if and only if it satisfies
the equation:

g(u) = R\ T H(A(g(w), B(g(w))) = AS(x, )], (13)

where A > 0 is a constant.

Proof. By using the definition of resolvent operator Rf\{("')_n, the con-

clusion follows directly. [

Based on Lemma (3.1), we prove the following lemma which may be
treated as an equivalence lemma for variational inclusion problem (10)
and resolvent equation problem (11)

Lemma 3.2. The variational inclusion problem (10) has a solution
(u,z,y), where w € X, z € T(u), y € F(u), if and only if the resol-
vent equation problem (11) has a solution (z,u,x,y), where z,u € X,
ze€T(u), y € F(u), where

g(w) = Ry 7(2), (14)
and = = H(A(g(u)), B(g(u))) — AS(z, ).

Proof. Let (u,z,y) where u € X,z € T'(u),y € F(u) is a solution of
variational inclusion problem (10). Then by lemma (3.1), we have

g(w) = RY$TH(A(g(w)), Bg(w))) — AS(x, y)].

Using the fact that Jy,G) ™" = I — H(ARY ;) 7"()), BRYT"())
and equation (14), we obtain

33
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which implies that S(z, y)—i—/\_lJf}/’j')_n(z) =0, with 2 = H(A(g(u)), B(
g(u))) — AS(z,y), that is (z,u,z,y) is a solution of resolvent equation
problem (11).

Conversely, let (z,u,x,y) is a solution of the resolvent equation problem
(11), then

S(a,y) + AT =0,

ie., ij(\/'[")fn(z) = —A\S(z,vy).
Using the definition of ijﬁj')fn, we have
1 — HARYS) ™), B(RYG™)1(2) = -AS(x, ),
2= H(ARY 7)), BRYS)™)(2)) = =AS(a, ),
= — H(A(g(w)), B(g(w))) = ~AS(z,y),
RYG7(z) = RYGDTH(A(g(w), Blg(w)) — AS(z, )],
g(u) = RS H(A(g(w)), Bg(u))) — AS(,y)],

that is , (u,,y) is a solution of the variational inclusion problem (10).
|

Based on above discussion, we now define the following algorithm for
solving resolvent equation problem (11).

Algorithm 3.3. For any initial points (z,, to, Zo, Yo ), Where z,, u, € X,

xo € T(Up), Yo € F(u,), compute the sequences {z,}, {un}, {x,} and
{yn} by the iterative scheme:

. H(-,)—

(i) g(un) = Ry 77" (z0);
(ii) llzn — zppall < D(T(un), T(unt1)), T € T(un), Tn1 € T(unt1);
(i) llyn — ynt1ll < D(F(un), F(un+1)), Yn € F(un), Ynt1 € Funtr);

(iv) znt1 = H(A(g(un)), B(g(un))) —AS(2n,yn), wheren =0,1,2, ...,
and A > 0 is a constant, D(-,-) is the Hausdorff metric on CB(X).
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Theorem 3.4. Let X be a real Hilbert space and A,B,g : X — X,
SSH: X xX = X, n: X xX — X be the single valued mappings. Let
T,F: X — CB(X) be the multi-valued mappings and M : X — 2% be
H(-,-)-mized relazed co-n-monotone mapping. Assume that

(i) H(A, B) is p-relaxed n-cocoercive with respect to A and a-§-relazed
n-cocorecive with respect to B, r1-Lipschitz continuous with respect
to A and ro-Lipschitz continuous with respect to B;

(it) T and F are D-Lipschitz continuous mappings with constant ép
and 0, respectively;

(ii1) A is B-Lipschitz continuous and B is y-Lipschitz continuous;
w) g is Ag-Lipschitz continuous and t-strongly monotone;
g

v) S is g -Lipschitz continuous in first argument and Ag, Lipschitz
1 2
continuous in second arqument.

If for some A > 0, the following condition is satisfied:

V1= 26+ A2 < [1- 664, (15)

o
where 0 = R~y and 01 = [(11 +r2)A\g + A A, 07+

Asy0F)].

Then, there exist z,u € X,z € T'(u),y € F(u) satisfying resolvent equa-
tion problem (10) and the iterative sequences {un}, {zn}, {zn}, {yn}
generated by the Algorithm 3.1 strongly converge to u, z, x and y, respec-
tively.

35
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Proof. From (iv) of Algorithm 3.3, we have

IN

IN

[2nt1 — 2|

I[H (A(g(un)), B(g(un))) = AS(zn, yn)] — [H(A(g(tn-1)),
B(g(un-1)) = AS(@n—1,yn-1)]|l
1H (A(g(un)), B(g(un))) — H(A(g(un-1)), B(g(tn-1)))ll
—A[S(@n, yn) — S(@n—1,yn-1)|

1H (A(g(un)), B(g(un))) — H(A(g(un-1)), B(g(un)))ll
+I|H(Ag(un-1), Bg(un)) — H(Ag(un-1), Bg(un—1))]|
FAIS(@n, yn) — S(@Tn—1,Yn) ||

FAS(@n-1,9n) — S(@n—1,Yn-1)- (16)

As H(A, B) is r1-Lipschitz continuous with respect to A and ro-Lipschitz
with respect to B and g is A\4-Lipschitz continuous, we have

HH(A(Q(un))’ B(g(un))) - H(A(g(un—l))v B(g(un—l)))”
+I[H (A(g(un-1)), B(g(un)))
—H(A(g(un-1)), B(g(un-1)))|

< ridgllun — p—1|| + r2Ag||un — Uup—1]|. (17)

Since S is Ag, -Lipschitz continuous in the first argument and Ag,-Lipschitz
continuous in the second argument, 1" is D-Lipschitz continuous with
constant dp and F' is D-Lipschitz continuous with constant dz, we have

18(@n, yn) = S(xn—1,yn) || + 1S (@n-1, yn)
=S(@n-1,Yn-1)|l

AsillTn = Tp1ll + sy [1Yn — Yn— |

As; O |[tr, — Up—1||

FAsp0F || Un, — Un—1]|. (18)

IN A

Using (17) and (18), (16) becomes

Hzn_H — Zn” < [Tl)\g + 7”2)\9 + )\)\SI(ST + )\)\52(5}7]”11,” — un_1H

= O1flun — un—l, (19)
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where 912[(7“1 + 7“2)/\9 + )\()\5157“ + /\525F)]-
By (i) of Algorithm 3.3, we have

i — tn-1ll =l — un-1 — g(un) + glun—1) + Ry 57" (z0) -
H(.,)—
R (znn)l
< Hun — Un—-1 — (g(un) - g(un—l))H
H(-,)— H(-,)—
HIRY T (zn) = RY ST (). (20)

Since ¢ is t-strongly monotone and A,-Lipschitz continuous,by using
technique of Noor [12], it follows that

un = un—1— (g(un) — g(un—1))|| < /1 -2t + )\ZHUn —up—1l]. (21)

Using equation (21) and Lipschitz continuity of the resolvent operator
Rf](\'/}')fn, equation (20) becomes

tun — un—1]] < 1-2t+ /\gHun — Un—1|| + 0|20 — 2n—1;
7
lun — up—1|l < 5 |20 — zn—1]|- (22)
[1— /1 -2t + 2]
Combining (22) with (19), we obtain
06
2n41 — 2all < - 20 — 2n—1ll;
[1— /1 =2t + N2
lznt1 =zl < P(O)l|zn — 20l (23)
here P(6) = — 2% 0= z
where P(6) 1—/1—2t+22 [€ = mA = (uB? + ay?)]

and 91:[(7'1 + 7’2))\9 + /\(/\515T + )\325}7‘)}.

From (15), it follows that P(6) < 1. Consequently from (23) it follows
that {z,} is a cauchy sequence in X and as X is complete, z, — z as
n — oo. From (22), it follows that {u,} is also a cauchy sequence in
X such that u,, — u as n — oo. From the D-Lipschitz continuous of
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T, F and (ii) and (iii) of Algorithm 3.3, we know that {x,} and {y,}
are also cauchy sequences in X such that x, — =z and y, — y, as
n —» oo. Further, we show that x € T'(u), we have

d(x, T (u)) [ = ]| + d(zn, T(u))
[ — @[] + D(T (un), T(u))

|lx — zpn|| + o7 ||un — up—1]| — 0, as n — co.

VARVANNVAN

which implies that d(x,T'(u)) = 0, it follows that z € T'(u). Similarly
we can show that y € F(u).

Since H, A, B,g,T, F and S all are continuous and by (iv) of Algorithm
3.3, it follows that

Zn4+1 = H(A(g(un))7 B(Q(“n))) - )‘S(mn, yn)v

— 2z = H(A(g(u)), B(g(u))) — AS(z,y). (24)
Consequently,
Ri{](\})_”(zn) = g(un) — g(u) = Rig\}[”)_n(z), as m —» 00. (25)

From (24), (25) and by Lemma 3.2, the result follows. O
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