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Abstract. In the present work, we first characterize relatively compact
subsets of the space of regulated functions defined on Davison spaces.
Then, we introduce a measure of noncompactness on this kind of spaces.
By using the technique of the measure of noncompactness and a fixed
point theorem of Darbo type, we study the existence of solutions of a
nonlinear fractional integral equation of two variables in the space of
regulated functions. Also, we add some illustrative examples in ver-
ification of our existence results. Eventually, we apply the Adomian
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decomposition method to find solution of the problem with high accu-
racy.
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1 Introduction

The fractional calculus, for the sake of its high accuracy, is a signif-
icant topic that is considered as a powerful tool for studying natural
phenomena in many fields including biology, biophysics, electrical net-
works, rheology and dynamical systems coupled with lots of mathe-
matical and physical modelings formulated by a vast variety of frac-
tional operators (see [3, 5, 7, 8, 20, 30, 34, 35, 36]). Recently, develop-
ments in the theory of fractional integral equations have flourished in
the various fields of physics, chemistry, engineering, and economics (see
[16, 19, 24, 25, 26, 29, 31, 32, 37]). An efficient approach for solving
fractional differential and integral equations consists in applying new
measures of noncompactness for some Banach spaces. In this way, ex-
tensions of some fixed point theorems such as extension of Darbo’s fixed
point theorem via measure of noncompactness can be very useful (see
[4, 11, 13, 23, 33]). The measure of noncompactness theory (MNC for
short) [10] is a remarkable branch of the nonlinear functional analysis.
It permits us to select an important class of operators as generalizations
of compact operators.

The notion of a regulated function was presented in the middle of
the twentieth century [6]. Subsequently, some mathematicians intro-
duced this notion from different points of view and obtained some of its
applications [17, 18, 21, 22]. Particularly the approach offered in [17]
seems to be appropriate and transparent. In 2018, Banaś and Zajac [12]
formulated a criterion for relative compactness in the space of regulated
functions on a bounded interval J = [a, b], so-called regulated functions,
and proved this characterization is equivalent to a known criterion ob-
tained earlier by Frankova. Next, in 2019, Olszowy [28] constructed
arithmetically convenient measures of noncompactness in the spaces of
regulated functions R(J,E) (E is a Banach space) and R(J). In 1979,
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Davison generalized regulated functions on a topological space [14] and
proved some remarkable facts concerning these new types of functions.
However, up to now, it has not been defined a measure of noncompact-
ness in the space of regulated functions S(Y, Z) for a Davison space
(Y, τ, σ). In this work, we are going to construct such measure of non-
compactness. On the other hand, fractional integral equations appear
in various real-life problems and enormous areas of science, and bio-
engineering (see [1, 15]). Some scholars focus on such type of equations
with the help of fixed point theory. Rabbani et al. [31] studied the
existence of solution of a fractional integral equation in two variables,
by using the technique of measure of noncompactness. In the present
manuscript, we are motivated to discuss the solvability of the following
nonlinear fractional integral equation of two variables

x(t, s) = G(t, s) + F
(
t, s,

∫ t

0

∫ s

0

u(t, s, v, w, x(v, w))

(s− v)1−α(t− w)1−β
dvdw, x(t, s)

)
(1)

in the space of regulated functions defined on a Davison space, where
α, β ∈ (0, 1) and t, s ∈ [0, T ]. This type of integral equations may be
occurred in the mathematical physics modeling, engineering, and so on
(see [1] and its monograph).

We organize this paper as follows. In Section 2, we collect some
auxiliary facts which will be needed further on. In Section 3, we aim to
formulate a standard approach to characterize relatively compact sets
in the space of regulated functions defined on a Davison space, and then
we construct a measure of noncompactness on this space. In Section
4, using a fixed point theorem of Darbo type, we review the existence
of solutions of the fractional integral equation in two variables (1) in
a regulated space. We also provide some illustrative examples to show
applicability of our existence theorem. Eventually, in Section 5 we use
the Adomian decomposition method to find solution of the problem.

2 Preliminaries

Here, we preliminarily give some auxiliary facts which will be needed in
our further considerations.
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Definition 2.1. [12] A function x : [a, b] → R is said to be a regulated
function if for any t ∈ [a, b) the right-sided limit x(t+) := lim

s→t+
x(s) exists

and for every t ∈ (a, b] the left-sided limit x(t−) := lim
s→t−

x(s) exists.

For instance, the greatest integer function, step functions, càdlàag
functions, functions of bounded variation, and continuous functions are
regulated functions on an interval [ı, ȷ] (see [12]). The set of all regulated
functions is denoted by R([a, b]).

Theorem 2.2. [12] Let X be a bounded subset of the space R([a, b]). The
set X is relatively compact in R([a, b]) if and only if X is equiregulated
on the interval [a, b] i.e., the following two conditions are satisfied:
(a) For all ε > 0, there exists δ > 0 such that for any x ∈ X, t ∈ (a, b]
and u, v ∈ (t− δ, t) ∩ [a, b] we have |x(u)− x(v)| ≤ ε.
(b) For all ε > 0, there exists δ > 0 such that for any x ∈ X, t ∈ [a, b)
and u, v ∈ (t, t+ δ) ∩ [a, b] we have |x(u)− x(v)| ≤ ε.

In 1979, Davison introduced the concept of Davison space and gen-
eralized regulated functions in this new setting [14].

Definition 2.3. [14] A triple (Y, τ, σ) is called a Davison space if (Y, τ)
is a topological space and σ is an algebra of sets on Y, so that τ

⋂
σ is

a base for τ .

Example 2.4. [27] (i) Suppose that τ is the usual topology on R and
ϖ is the algebra generated by the intervals of the form (ı, ȷ), −∞ ≤ ı <
ȷ ≤ +∞. Then (R, τ,ϖ) is a Davison space.
(ii) Assume that Ω ⊆ R2 is a compact set. Also, assume that τ is the
usual topology on R2 and ω is the algebra of sets with finite perimeter.
Then this is a Davison space.

Definition 2.5. [14] Let (Y, τ, σ) be a Davison space and (Z, ∥.∥Z) be
a normed space. Then h : Y → Z is called σ-regulated at y ∈ Y if for

each ε > 0, there exist B1, B2, . . . , Bn ∈ σ such that y ∈ int(
n⋃

i=1

Bi) and

∥h(y1)− h(y2)∥Z < ε for each y1, y2 ∈ Bi (i = 1, 2, . . . , n).
If h is σ-regulated (regulated for short) at each point of Y, then h is
σ-regulated on Y .
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Constant functions, continuous functions, σ-atoms and σ-molecules
are examples of regulated functions (see also [27] for more examples).
Now, suppose that (Y, τ, σ) is a Davison space and (Z, ∥.∥Z) is a normed
space. Also, suppose that B(Y,Z) is the set of all bounded functions,
i.e., the set of functions f : Y → Z in which

∥f∥sup = sup{∥f(y)∥Z : y ∈ Y } ≤ M

for some M > 0. The space of regulated functions from Y to Z is
denoted by S(Y,Z). It is known that if Y is compact, then S(Y, Z) =
S(Y,Z) ⊆ B(Y, Z) [14].
We end this section by recalling the well-known Darbo type fixed point
theorem.

Theorem 2.6. (Darbo type fixed point theorem) [9] Suppose that Ω is a
nonempty, bounded, closed and convex subset of a Banach space Υ and
also suppose that H : Ω → Ω is a continuous mapping. Assume that
there exists a constant k < 1 such that

η(HX) ≤ kη(X)

for any nonempty subset X of Ω, where η is a measure of noncompact-
ness defined in Υ. Then H has a fixed point in the set Ω.

3 On the Space of Regulated Functions

In this section, we are going to characterize relative compact sets in the
regulated function space S(Y,Z), where Y is a Davison space. Then we
introduce a measure of noncompactness on this space.

Definition 3.1. Suppose that S ⊆ S(Y, Z). We say that S is equireg-
ulated if for each ε > 0 and y ∈ Y there exist B1, B2, . . . , Bm ∈ σ such

that y ∈ int(

m⋃
i=1

Bi) and for all s1, s2 ∈ Bi, (i = 1, 2, . . . ,m), and for all

u ∈ S, we have ∥u(s1)− u(s2)∥Z < ε.

Lemma 3.2. Suppose that S ⊆ S(Y,Z) is relatively compact. Then S
is equiregulated.
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Proof. Let ε > 0 be given. Since S is compact, then there exist

u1, u2, . . . , um ∈ S such that S ⊆
m⋃
i=1

B ε
3
(ui), where B ε

3
(ui) is the ball

with center (ui) and radius ε
3 . Since for each 1 ≤ i ≤ m, ui ∈ S(Y, Z),

then for each arbitrary but fix y ∈ Y, there exist Ai,1, Ai,2, . . . , Ai,ki ∈ σ

(for some ki ∈ N) such that y ∈ int(

ki⋃
j=1

Ai,j) and for each s1, s2 ∈ Ai,j

(j = 1, 2, . . . , ki) we have

∥ui(s1)− ui(s2)∥Z <
ε

3
. (2)

Now, for each 1 ≤ i ≤ m we ignore the sets Ai,js’ which y /∈ Ai,j and we
rename the remaining members and name them as A′

i,j . Hence for each
1 ≤ i ≤ m we obtain the sets A′

i,1, . . . , A
′
i,li

in which y ∈ A′
i,j (1 ≤ j ≤ li)

and for each s1, s2 ∈ A′
i,j ,

∥ui(s1)− ui(s2)∥Z <
ε

3
.

Put l = min{l1, . . . , lm}. By applying choice principle, for each 1 ≤
i ≤ m we can select l members of each family {A′

i,1, . . . , A
′
i,li

}, say
{Bi,1, . . . , Bi,l}. Take Nj =

⋂m
i=1Bi,j (1 ≤ j ≤ l). For each s1, s2 ∈ Nj

and each u ∈ S, we have

∥u(s1)−u(s2)∥Z ≤ ∥u(s1)−ui(s1)∥Z+∥ui(s1)−ui(s2)∥Z+∥ui(s2)−u(s2)∥Z

≤ 2∥u− ui∥sup + ε
3 ≤ ε. □

Under additional conditions, the reverse of the above lemma is also
true. In what follows, we intend to deal with this subject. We propose a
slightly modification in the [14, Lemma 3] gives us the following result.

Lemma 3.3. Assume that Y is compact and S ⊆ S(Y, Z) is equiregu-
lated. Also, assume that ε > 0 is given. Then there exist Y1, Y2, . . . , Ym ∈
σ such that Y = Y1

⋃
Y2

⋃
. . .

⋃
Ym and if y, y′ ∈ Yi (i = 1, 2, . . . ,m),

then ∥u(y)− u(y′)∥Z ≤ ε for each u ∈ S.

Lemma 3.4. Assume that Y is a compact Davison space, Z is a normed
space with the Heine-Borel property, and S ⊆ S(Y,Z) is equiregulated.
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Also, assume that ε > 0 is given. If Y = Y1
⋃

Y2
⋃
. . . Ym is as Lemma

3.3 and for each 1 ≤ i ≤ m there exists ai ∈ Yi in which {∥u(ai)∥Z :
u ∈ S} ≤ k for some k > 0, then S is relatively compact.

Proof. According to Lemma 3.3, if y, y′ ∈ Yi, 1 ≤ i ≤ m, then ∥u(y)−
u(y′)∥Z ≤ ε for each u ∈ S. Let y ∈ Y, and so y ∈ Yi0 for some
1 ≤ i0 ≤ m. Using the assumptions we obtain

∥u(y)∥Z ≤ ∥u(y)− u(ai0)∥Z + ∥u(ai0)∥Z ≤ ε+ k (say δ).

Since Bδ(0) = {z ∈ Z : ∥z∥Z < δ} is a relatively compact set in Z, so

there exist z1, z2, . . . , zm′ ∈ Z such that Bδ(0) ⊆
m′⋃
i=1

B ε
2
(zi), We consider

the set

W =
{
u : Y → Z : ∀1 ≤ i ≤ m, u(Yi) = {zj} for some j ∈ {1, 2, . . . ,m′}

}
.

Obviously W ⊆ S(Y,Z). We are going to show that W is a finite ε-net
for S, i.e., for every u ∈ S there is φ ∈ W satisfying ∥u − φ∥sup ≤ ε.
For, suppose that bi ∈ Yi (1 ≤ i ≤ m), then u(bi) ∈ Bδ(0) and thus there
exists 1 ≤ ji ≤ m′ such that u(bi) ∈ B ε

2
(zji). Let us define the function

φ by φ(y) = zji (for each y ∈ Yi and 1 ≤ i ≤ m). Evidently, φ ∈ W and
moreover for each y′l ∈ Yl (l = 1, . . . ,m) we have

∥u(y′l)− φ(y′l)∥Z ≤ ∥u(y′l)− u(bl)∥Z + ∥u(bl)− φ(y′l)∥Z ≤ ε.

Hence ∥u− φ∥sup ≤ ε and the proof is complete. □
From now on, we assume that Y is a compact Davison space and Z is a
normed space with the Heine-Borel property. Also, assume that MS(Y,Z)

is the collection of bounded sets of regulated functions from Y into Z
and NS(Y,Z) is its subfamily consisting of nonempty relatively compact

subsets of S(Y, Z). For ∅ ̸= Ω ⊆ S(Y,Z), the symbols Ω and Conv(Ω)
will denote the closure and closed convex hull of Ω, respectively.
As a consequences of Lemma 3.4 we have the following result.

Proposition 3.5. Assume that S ∈ MS(Y,Z) is equiregulated. Then S
is relatively compact.

Definition 3.6. A mapping η : MS(Y,Z) → R+ = [0,+∞) is said to
be a measure of noncompactness (MNC for short) in S(Y,Z) if for any
W,W1,W2 ∈ MS(Y,Z) it fulfills the following conditions:
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(M1) ∅ ≠ ker(η) = {W ∈ MS(Y,Z) : η(W) = 0} ⊆ NS(Y,Z).

(M2) W1 ⊆ W2 implies that η(W1) ≤ η(W2).

(M3) η(W) = η(W).

(M4) η(Conv(W)) = η(W).

(M5) η(γW1 + (1− γ)W2) ≤ γη(W1) + (1− γ)η(W2) for any γ ∈ [0, 1].

(M6) If {Wj} is a sequence of closed chains inMS(Y,Z) such thatWj+1 ⊂

Wj for j = 1, 2, . . . and lim
j→∞

η(Wj) = 0, then W∞ =
∞⋂
j=1

Wj ̸= ∅.

Now, we are in a position to describe a MNC in the space S(Y,Z).
For B ∈ MS(Y,Z), u ∈ B, x ∈ Y and ε > 0, let us put

η(u, x, ε) = sup
{
∥u(t)− u(s)∥Z : ∃K1, . . . ,Kn ∈ σ;

x ∈ int(

n⋃
i=1

Ki), diam(Ki) ≤ ε, s, t ∈ Ki

}
,

where diam(Ki) = sup{d(ς, ν) : ς, ν ∈ Ki}. Then we define

η(B, x, ε) = sup{η(u, x, ε), u ∈ B},

and
η(B, ε) = sup{η(B, x, ε), x ∈ Y }.

Eventually, let us define the quantity

η(B) = lim
ε→0

η(B, ε). (3)

Theorem 3.7. The function η : MS(Y,Z) → R+ given by (3), defines a
MNC in S(Y,Z).

Proof. Let W ∈ ker(η), we are going to show that W is relatively
compact. Suppose that δ > 0 is given. Due to definition of η, there is
a sufficiently small positive number ε in which η(W, ε) < δ. Let x ∈ Y
be arbitrary and fix. Then, η(W, x, ε) < δ. Therefore there are the sets

A1,x, A2,x, . . . , An,x in σ such that x ∈ int(

nx⋃
i=1

Ai,x) (say N(x)), and for
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each t, s ∈ Ai,x, u ∈ W we have ∥u(t)−u(s)∥Z < δ. Since {N(x) : x ∈ Y }
is an open cover for Y , hence

Y ⊆ N(x1)
⋃

N(x2)
⋃

. . .
⋃

N(xk)

for some x1, x2, . . . , xk ∈ Y , where N(xi) = int(

ni⋃
j=1

Ai,j), i = 1, 2, . . . , k

and for each u ∈ W, and t, s ∈ Ai,j , ∥u(t) − u(s)∥Z < δ. Now, x ∈ Y
implies that x ∈ int(A1,1 ∪ . . . ∪ Ak,nk

) and also t, s ∈ Ai,j implies that
∥u(t)− u(s)∥Z < ε for each u ∈ W. It follows that W is equiregulated.
In view of Proposition 3.5 W is relatively compact.
(M2) is obvious by the definition of η. Now, from (M2) η(W) ≤ η(W).
Suppose that η(W) ≤ ξ for some positive number ξ. Also, suppose that
u ∈ W. Hence there exists the sequence {um} in W in which lim

m→∞
um =

u. Hence ∥um − u∥sup < ξ
3 for m large enough. Therefore for each

x ∈ Y , and ε > 0 there exists K1, . . . ,Kn ∈ σ such that x ∈ int(

n⋃
i=1

Ki),

diam(Ki) ≤ ε, and for each t, s ∈ Ki, ∥um(t)− um(s)∥Z < ξ. We get

∥u(t)− u(s)∥Z ≤ ∥u(t)− um(t)∥Z + ∥um(t)− um(s)∥Z + ∥um(s)− u(s)∥Z < ξ

which implies that η(W) ≤ ξ. This proves (M3).
Now, we prove (M4). In view of (M2) η(W) ≤ η(Conv(W)). Let ε > 0
be arbitrary, n ∈ N, x ∈ Y , 0 ≤ βi ≤ 1, and vi ∈ W (i = 1, 2, . . . , n),
then we have

η(

n∑
i=1

βivi, x, ε) = sup
{
∥

n∑
i=1

βivi(t)−
n∑

i=1

βivi(s)∥Z : ∃A1, . . . , An;

x ∈ int(

n⋃
i=1

Ai), s, t ∈ Ai, diam(Ai) ≤ ε
}

≤ sup
{
(

n∑
i=1

βi) sup
1≤i≤n

∥vi(t)− vi(s)∥Z : ∃A1, . . . , An;

x ∈ int(
n⋃

i=1

Ai), s, t ∈ Ai, diam(Ai) ≤ ε
}

≤ η(W).
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It follows that η(Conv(W)) ≤ η(W), hence η(Conv(W)) = η(W). For
proving (M5) let W1,W2 ∈ MS(Y,Z), u1 ∈ W1, u2 ∈ W2, x ∈ Y , 0 ≤
γ ≤ 1 and ε > 0 be arbitrary. Then

η(u1, x, ε) = sup
{
∥u1(t)− u1(s)∥Z : ∃A1, . . . , An;

x ∈ int(

n⋃
i=1

Ai), s, t ∈ Ai, diam(Ai) ≤ ε, 1 ≤ i ≤ n
}
,

and

η(u2, x, ε) = sup
{
∥u2(t)− u2(s)∥Z : ∃B1, . . . , Bm;

x ∈ int(
m⋃
j=1

Bj), s, t ∈ Bj , diam(Bj) ≤ ε, 1 ≤ j ≤ m
}
.

Take Cij = Ai
⋂
Bj , 1 ≤ i ≤ n, 1 ≤ j ≤ m. Obviously, diam(Cij) ≤ ε.

We have

sup{∥(γu1 + (1− γ)u2)(t)− (γu1 + (1− γ)u2)(s)∥Z : ∃C11, . . . , Cnm;

x ∈ int(
⋃

1≤i≤n,1≤j≤m

Cij), s, t ∈ Cij , diam(Cij) ≤ ε}.

≤ γ sup{∥u1(t)− u1(s)∥Z : x ∈ int(

n⋃
i=1

Ai), s, t ∈ Ai}

+(1− γ) sup{∥u2(t)− u2(s)∥Z : x ∈ int(

m⋃
j=1

Bj), s, t ∈ Bj}

≤ γη(W1) + (1− γ)η(W2).

Taking the supremum over u1 ∈ W1, u2 ∈ W2, t, s ∈ Cij and taking
limit as ε → 0, we obtain the relation (M5).

To prove (M6), let Bn ∈ MS(Y,Z), Bn = Bn, Bn+1 ⊂ Bn for n =
1, 2, . . . and lim

n→∞
η(Bn) = 0. For any n ∈ N, take un ∈ Bn. We claim that

G = {un} is compact. For, let ζ, ε be positive numbers and x ∈ Y be
given. Then there exists n1 ∈ N such that for each n ≥ n1, η(un, x, ε) <
ζ. Thus there exist the sets A1,x, A2,x, . . . , Anx,x in MS(Y,Z) such that
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diam(Ai,x) ≤ ε (i = 1, . . . , nx), x ∈ int(

nx⋃
i=1

Ai,x) and for each t, s ∈ Ai,x,

∥un(t)− un(s)∥Z < ζ. Hence Y ⊆
⋃
x∈Y

int(

nx⋃
i=1

Ai,x). Since Y is compact,

then Y ⊆
k⋃

j=1

int(

nxj⋃
i=1

Ai,xj ) for some x1, . . . , xk ∈ Y. By relabeling the

members of {Ai,xj : 1 ≤ j ≤ k, 1 ≤ i ≤ nxj} we obtain{
Ai,xj : 1 ≤ j ≤ k, 1 ≤ i ≤ nxj

}
=

{
Cγ : 1 ≤ γ ≤ k′

}
.

We get diam(Cγ) ≤ ε and for each n ≥ n1 and for each t, s ∈ Cγ ,
∥un(t)− un(s)∥Z < ζ. Therefore, G1 = {un : n ≥ n1} is equiregulated.
On the other hand, take yi ∈ Yi (i = 1, 2, . . . , n) arbitrary but fixed.
Then, we get

∥un(ai)∥Z ≤ ε+ sup
1≤i≤n

∥un(yi)∥Z ,

where ai ∈ Yi, i = 1, 2, . . . , n. Now, by Lemma 3.4 G1 is compact.
Hence G1 has a convergent subsequence {unj} with lim

j→∞
unj = u0. Since

un ∈ Bn, Bn+1 ⊆ Bn and Bn is closed for all n we yield

u0 ∈
∞⋂

n=1

Bn = B∞,

that completes the proof of (M6). □

4 Solvability of a Nonlinear Fractional Integral
Equation of Two Variables in the Space of
Regulated Functions

In this section, we investigate the solvability of the nonlinear fractional
integral equation (1) in a space of regulated functions. We also provide
an illustrative example to show the applicability of our result. Consider
the following hypotheses.
(1) G : [0, T ]× [0, T ] → R is a continuous function.
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(2) F : [0, T ] × [0, T ] × R × R → R is a function and there exist k1 > 0
and 0 < k2 < 1 such that

|F (t, s, p1, q)− F (t, s, p2, q)| ≤ k1|p1 − p2|,

and

|F (t, s, p, q1)− F (t, s, p, q2)| ≤ k2|q1 − q2|

for each t, s ∈ [0, T ] and p, q, p1, p2, q1, q2 ∈ R.
(3) |F (t, s, 0, 0)| ≤ φ(t, s), where φ : [0, T ] × [0, T ] → R is a bounded
function.
(4) The function u : [0, T ]× [0, T ]× [0, T ]× [0, T ]×R → R is continuous.
Furthermore, there exists a continuous mapping θ : [0, T ] × [0, T ] → R
such that

|u(t, s, v, w, x)− u(t, s, v, w, x′)| ≤ θ(t, s)|x− x′|

for all t, s, v, w ∈ [0, T ] such that v ≤ t, w ≤ s and for all x, x′ ∈ R.
(5) If u0(t, s) = sup{|u(t, s, v, w, 0)| : 0 ≤ v ≤ t, 0 ≤ w ≤ s}, η1(t, s) =
θ(t, s)sαtβ, η2(t, s) = u0(t, s)s

αtβ, η1 = sup{η1(t, s) : t, s ∈ [0, T ]}, and
η2 = sup{η2(t, s) : t, s ∈ [0, T ]}, then there exists a positive solution r0
for the inequality

∥G∥sup + ∥φ∥sup + k2r0 +
k1
αβ

(η1r0 + η2) ≤ r0.

(6) For each x in R, F (., ., ., x) is continuous on [0, T ]× [0, T ]× [−r0, r0].

Theorem 4.1. Under the assumptions (1)-(6), the nonlinear fractional
integral equation (1) has at least one solution in the space S(([0, T ] ×
[0, T ], τ, σ),R), where ([0, T ]× [0, T ], τ, σ) is the Davison space as Exam-
ple 2.4 (ii).

Proof. First, we define the operator Λ : S(([0, T ] × [0, T ], τ, σ),R) →
S(([0, T ]× [0, T ], τ, σ),R) by

Λx(t, s) = G(t, s) + F
(
t, s,

∫ t

0

∫ s

0

u(t, s, v, w, x(v, w))

(s− v)1−α(t− w)1−β
dvdw, x(t, s)

)
,

(4)
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for α, β ∈ (0, 1) and t, s ∈ [0, T ]. Then using the conditions (1)-(4) we
have

∥Λx∥ = sup
(t,s)∈[0,T ]×[0,T ]

|Λx(t, s)|

= sup
(t,s)∈[0,T ]×[0,T ]

|G(t, s) + F (t, s, Ju(t, s, x), x(t, s))|

≤ sup
(t,s)∈[0,T ]×[0,T ]

|G(t, s)|

+ sup
(t,s)∈[0,T ]×[0,T ]

|F (t, s, Ju(t, s, x), x(t, s))− F (t, s, 0, x(t, s))|

+ sup
(t,s)∈[0,T ]×[0,T ]

|F (t, s, 0, x(t, s))− F (t, s, 0, 0)|

+ sup
(t,s)∈[0,T ]×[0,T ]

|F (t, s, 0, 0)|

≤ ∥G∥sup + k1 sup
(t,s)∈[0,T ]×[0,T ]

|Ju(t, s, x)|

+k2 sup
(t,s)∈[0,T ]×[0,T ]

|x(t, s)|+ sup
(t,s)∈[0,T ]×[0,T ]

|φ(t, s)|

≤ ∥G∥sup + k1 sup
(t,s)∈[0,T ]×[0,T ]

∫ t

0

∫ s

0

u(t, s, v, w, x(v, w))− u(t, s, v, w, 0)

(s− v)1−α(t− w)1−β
dvdw

+k1 sup
(t,s)∈[0,T ]×[0,T ]

∫ t

0

∫ s

0

u(t, s, v, w, 0)

(s− v)1−α(t− w)1−β
dvdw + k2∥x∥+ ∥φ∥sup

≤ ∥G∥+ k1 sup
(t,s)∈[0,T ]×[0,T ]

∫ t

0

∫ s

0

θ(t, s)|x(v, w)|
(s− v)1−α(t− w)1−β

dvdw

+k1 sup
(t,s)∈[0,T ]×[0,T ]

∫ t

0

∫ s

0

u0(t, s)

(s− v)1−α(t− w)1−β
dvdw + k2∥x∥+ ∥φ∥sup

≤ ∥G∥sup + k1
(
θ(t, s)∥x∥+ u0(t, s)

)sαtβ
αβ

+ k2∥x∥+ ∥φ∥sup

≤ ∥G∥sup +
k1
αβ

(η1(t, s)∥x∥+ η2(t, s)) + k2∥x∥+ ∥φ∥sup

≤ ∥G∥sup +
k1
αβ

(η1∥x∥+ η2) + k2∥x∥+ ∥φ∥sup,

where Ju(t, s, x) =
∫ t
0

∫ s
0

u(t,s,v,w,x(v,w))
(s−v)1−α(t−w)1−β dvdw. Owing to the assump-

tion (5) there exists r0 > 0 such that Λ maps the ball Br0 into itself,
where Br0 is a closed ball with center at zero and radius r0 in S(([0, T ]×
[0, T ], τ, σ),R). Now, we show that for each x ∈ S([0, T ]× [0, T ],R) Λx
is regulated. Let ε > 0 be given. Since for each x in S([0, T ]× [0, T ],R)
the mapping F (., ., ., x) is uniformly continuous on the compact subset
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[0, T ]× [0, T ]× [−r0, r0], then for sufficiently small δ1 we have

ϖT (F, δ1) = sup{|F (t′, s′, p′, x)− F (t, s, p, x)| : t, t′, s, s′ ∈ [0, T ]; |t′ − t| ≤ δ1,

|s′ − s| ≤ δ1, x ∈ [−r0, r0], |p|, |p′| ≤
1

αβ
(η1r0 + η2)} <

ε

3
.

Also, since the mapping G is uniformly continuous on the compact
subset [0, T ]× [0, T ], then for sufficiently small δ2 we have

ϖT (G, δ2) = sup{|G(t, s)−G(t′, s′)| : t, t′, s, s′ ∈ [0, T ]; |t′ − t| ≤ δ2,

|s′ − s| ≤ δ2, x ∈ [−r0, r0], |p|, |p′| ≤
1

αβ
(η1r0 + η2)} <

ε

3
.

Put δ = min{δ1, δ2}, hence ϖT (F, δ) < ε
3 and ϖT (G, δ) < ε

3 . Next, let
(t1, s1) ∈ [0, T ] × [0, T ] be given. Since x is regulated, then there exist

the sets D1, . . . , Dn in σ such that (t1, s1) ∈ int(
n⋃

l=1

Dl) and for each

(t, s), (t′, s′) ∈ Dl, l = 1, . . . , n we have

|x(t, s)− x(t′, s′)| < ε

3k2
.

Now, suppose that t < t′, s < s′ we obtain

|Λx(t, s)− Λx(t′, s′)| ≤ |G(t, s)−G(t′, s′)|

+
∣∣∣F (

t, s,

∫ t

0

∫ s

0

u(t, s, v, w, x(v, w))

(s− v)1−α(t− w)1−β
dvdw, x(t, s)

)
−F

(
t′, s′,

∫ t′

0

∫ s′

0

u(t′, s′, v, w, x(v, w))

(s′ − v)1−α(t′ − w)1−β
dvdw, x(t, s)

)∣∣∣
+
∣∣∣F (

t′, s′,

∫ t′

0

∫ s′

0

u(t′, s′, v, w, x(v, w))

(s′ − v)1−α(t′ − w)1−β
dvdw, x(t, s)

)
−F

(
t′, s′,

∫ t′

0

∫ s′

0

u(t′, s′, v, w, x(v, w))

(s′ − v)1−α(t′ − w)1−β
dvdw, x(t′, s′)

)∣∣∣
≤ ϖT (G, δ) +ϖT (F, δ) + k2|x(t, s)− x(t′, s′)|.

Put F = {Di : 1 ≤ i ≤ n}. By eliminating the sets with diagonal equal
or greater than δ from F (if it is necessary we can choose a subset of Di

with the diagonal less than δ) and relabeling this subset again we obtain
the subfamily F′ as follows:

F′ = {Dl′ : 1 ≤ l′ ≤ m′, Dl′ ̸= ∅ and diam(Dl′) < δ}.
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From this we obtain (t1, s1) ∈ int(
⋃m′

l′=1Dl′) and for each (t, s), (t′, s′) ∈
Dl′ , l

′ = 1, . . . ,m′, |Λx(t, s)− Λx(t′, s′)| < ε.
Next, we show that Λ is continuous. Suppose that ε > 0 is given, y ∈ Br0
and t, s ∈ [0, T ]. We can write

|Λx(t, s)− Λy(t, s)| ≤
∣∣∣F (

t, s,

∫ t

0

∫ s

0

u(t, s, v, w, x(v, w))

(s− v)1−α(t− w)1−β
dvdw, x(t, s)

)
−F

(
t, s,

∫ t

0

∫ s

0

u(t, s, v, w, x(v, w))

(s− v)1−α(t− w)1−β
dvdw, y(t, s)

)∣∣∣
+
∣∣∣F (

t, s,

∫ t

0

∫ s

0

u(t, s, v, w, x(v, w))

(s− v)1−α(t− w)1−β
dvdw, y(t, s)

)
−F

(
t, s,

∫ t

0

∫ s

0

u(t, s, v, w, y(v, w))

(s− v)1−α(t− w)1−β
dvdw, y(t, s)

)∣∣∣
≤ k2|x(t, s)− y(t, s)|

+k1

∫ t

0

∫ s

0

|u(t, s, v, w, x(v, w))− u(t, s, v, w, y(v, w))|
(s− v)1−α(t− w)1−β

dvdw

≤ k2∥x− y∥+ k1

∫ t

0

∫ s

0

|θ(t, s)|x(v, w)− y(v, w)|
(s− v)1−α(t− w)1−β

dvdw

≤ k2δ + k1θ(t, s)∥x− y∥s
αtβ

αβ

≤ k2δ + k1
∥x− y∥η1(t, s)

αβ

≤ δ(k2 +
k1η1
αβ

).

Hence Λ is continuous. Finally, let M ⊆ Br0 . We prove that η(Λ(M)) ≤
k2η(M). For, let x ∈ M . We have

|Λx(t, s)−Λx(t′, s′)| ≤ ϖT (G, ε) +ϖT (F, ε) + k2|x(t, s)− x(t′, s′)|, (5)

where ϖT (G, ε) = sup{|G(t′, s′) −G(t, s)| : t, t′, s, s′ ∈ [0, T ]; |t′ − t| ≤
ε, |s′ − s| ≤ ε}. Since G is continuous, then ϖT (G, ε) goes to zero as ε
tends to zero. Hence the inequality (5) implies that η(Λ(M)) ≤ k2η(M).
Thus, all conditions of Theorem 2.6 are satisfied and therefore Λ has a
fixed point in the space S(([0, T ] × [0, T ], τ, σ),R). It follows that Eq.
(1) has at least one solution in this space. □

Example 4.2. Consider the following equation

x(t, s) =
1

2
e−t3s3+

1

14
e−(t2+s2) sin

( ∫ t

0

∫ s

0

4−
ts
3 |x(v, w)|

(s− v)
1
2 (t− w)

1
2

dvdw+
x(t, s)

8

)
(6)
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for t, s ∈ [0, 1.1]. Put α = β = 1
2 , G(t, s) = 1

2e
−t3s3 , and

F (t, s, p, q) =
1

2
e−t3s3 +

1

14
e−(t2+s2) sin(p+

q

8
).

Clearly, F is continuous. Since
|F (t, s, p1, q)− F (t, s, p2, q)|

=
1

14
e−(t2+s2)

∣∣ sin(p1 + q

8
)− sin(p2 +

q

8
)
∣∣

≤ 1

14
|p1 − p2|,

and
|F (t, s, p, q1)− F (t, s, p, q2)|

=
1

14
e−(t2+s2)

∣∣ sin(p+ q1
8
)− sin(p+

q2
8
)
∣∣

≤ 1

112
|q1 − q2|,

then condition (2) of Theorem 4.1 holds. Also, F (t, s, 0, 0) = 1
2 , φ(t, s) =

1
2 is bounded with ∥φ∥sup = 1

2 , u(t, s, v, w, x) = 4−
ts
3 |x(v, w)|, and

|u(t, s, v, w, x)− u(t, s, v, w, x′)| ≤ 4−
ts
3 |x(v, w)− x′(v, w)|.

Hence θ(t, s) = 4−
ts
3 and so it is continuous. Furthermore, u0(t, s) =

sup{|u(t, s, v, w, 0)| : 0 ≤ v ≤ t, 0 ≤ w ≤ s} = 0, η1(t, s) = 4−
ts
3 s

1
2 t

1
2 ,

and η2(t, s) = 0. The function η1 admits its maximum value at point
(1, 1.0820212807), η1 = 0.23210055546 and η2 = 0. Finally, the inequal-
ity in condition (5) of Theorem 4.1 is as follows:

1 +
1

112
r0 +

0.4642011092r0
7

≤ r0,

which has positive solution r0 = 2. Thus all assumptions of Theorem
4.1 hold and therefore Eq. (6) has a solution in the regulated space
S(([0, 1.1]× [0, 1.1], τ, σ),R).
Example 4.3. Consider the following equation

x(t, s) = sec(
√

t2 + s2) +
1

2ts
arctan

( 1

3t4+s4
+

e−(t+s)

60

∫ t

0

∫ s

0

7−
ts+vw

10 |x(v, w)|
(s− v)

2
3 (t− w)

2
3

dvdw
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+
x(t, s)

t4 + s4 + 50

)
(7)

for t, s ∈ [0, 12 ]. Here we have α = β = 1
3 , G(t, s) = sec(

√
t2 + s2), and

F (t, s, p, q) =
1

2ts
arctan

( 1

3t4+s4
+

e−(t+s)

60
p+

q

t4 + s4 + 50

)
.

Clearly, F is continuous. Since
|F (t, s, p1, q)− F (t, s, p2, q)|

=
∣∣ 1

2ts
arctan

( 1

3t4+s4
+

e−(t+s)

60
p1 +

q

t4 + s4 + 50

)
− 1

2ts
arctan

( 1

3t4+s4
+

e−(t+s)

60
p2 +

q

t4 + s4 + 50

)∣∣
≤ 1

2ts
e−(t+s)

60
|p1 − p2|

≤ 1

60
|p1 − p2|,

and
|F (t, s, p, q1)− F (t, s, p, q2)|

= | 1
2ts

arctan
( 1

3t4+s4
+

e−(t+s)

60
p+

q1
t4 + s4 + 50

)
− 1

2ts
arctan

( 1

3t4+s4
+

e−(t+s)

60
p+

q2
t4 + s4 + 50

)
|

≤ 1

2ts(t4 + s4 + 50)
|q1 − q2|

≤ 1

50
|q1 − q2|,

then condition (2) of Theorem 4.1 holds. Also F (t, s, 0, 0) = 1
2ts arctan

(
1

3t4+s4

)
and φ(t, s) = 1

2ts arctan
(

1

3t4+s4

)
is bounded and ∥φ∥sup = π

2 . Further-

more, u(t, s, v, w, x) = 7−
ts+vw

10 |x(v, w)| and

|u(t, s, v, w, x)− u(t, s, v, w, x′)| ≤ 7−
ts+vw

10 |x− x′| ≤ 7−
ts
10 |x− x′|.

Hence θ(t, s) = 7−
ts+vw

10 is continuous. u0(t, s) = sup{|u(t, s, v, w, 0)| :
0 ≤ v ≤ t, 0 ≤ w ≤ s} = 0, η1(t, s) = θ(t, s)sαtβ = 7−

ts
10 s

1
3 t

1
3 and
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η2(t, s) = 0. The function η1 admits its maximum value at point
( 1

5
√

27(ln 7)3
, 10

5
√

27(ln 7)3
), η1 = 0.102239147 and η2 = 0. Finally, the in-

equality in condition (5) of Theorem 4.1 is as follows:

1 +
π

2
+

1

50
r0 +

9× 0.102239147r0
60

≤ r0,

which has positive solution r0 = 3. Thus all assumptions of Theorem
4.1 hold and therefore Eq. (7) has a solution in the regulated space
S(([0, 12 ]× [0, 12 ], τ, σ),R).

Example 4.4. Consider the following equation

x(t, s) = e
ts
2 +

1

12
e−ts

∫ s

0

∫ t

0

e
−vw
2 x(v, w) + 1√
t− v

√
s− w

dvdw, (8)

for t, s ∈ [0, 1]. Here we have α = β = 1
2 , G(t, s) = e

ts
2 , and

F (t, s, p, q) =
1

12
e−tsp.

Clearly, F is continuous. Also, we have

|F (t, s, p1, q)− F (t, s, p2, q)| =
1

12
e−ts|p1 − p2|, (9)

and |F (t, s, p, q1) − F (t, s, p, q2)| = 0 ≤ k2|q1 − q2|. Put k1 = 1
12 and

k2 =
1
2 < 1.

Then condition (2) of Theorem 4.1 holds. Also F (t, s, 0, 0) = 0 ≤
φ(t, s) = 1

2 and φ is bounded and ∥φ∥sup = 1
2 . Furthermore, u(t, s, v, w, x) =

e
−vw
2 x+ 1 and

|u(t, s, v, w, x)− u(t, s, v, w, x′)| = e
−vw
2 |x− x′| ≤ |x− x′|.

Take θ(t, s) = 1. Then u0(t, s) = sup{|u(t, s, v, w, 0)| : 0 ≤ v ≤ t, 0 ≤
w ≤ s} = 1, and η1(t, s) = η2(t, s) =

√
ts. The function η1 admits its

maximum value at point (1, 1), and η1 = η2 = 1. Finally, the inequality
in condition (5) of Theorem 4.1 is as follows:

e
1
2 +

1

2
+

1

2
r0 +

1

3
(r0 + 1) ≤ r0,

which has positive solution r0 = 15. Thus all assumptions of Theorem
4.1 hold and therefore Eq. (8) has a solution in the regulated space
S(([0, 1]× [0, 1], τ, σ),R).
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5 Numerical Results

In the Adomian decomposition method [2], the unknown function u(x) of
any equation decomposes into a sum of an infinite number of components
defined by

u(x) =
∞∑
n=0

un(x) = u0(x) + u1(x) + u2(x) + . . . , (10)

where the components un(x), n ≥ 0 can be determined in a recursive
manner. Indeed, all components u0, u1, u2, . . . can be found individually.
The determination of these components can be obtained easily with the
help of a recurrence relation that involves simple integrals. To obtain
the recurrence relation, we replace (10) in a Volterra integral equation
and we get

∞∑
n=0

un(x) = f(x) + λ

∫ x

0
k(x, t)(

∞∑
n=0

un(t))dt, (11)

or

u0(x) + u1(x) + . . . = f(x) + λ

∫ x

0
k(x, t)(u0(t) + u1(t) + . . .)dt.

One can consider the component u0(x) by all terms that are not included
under the integral sign. Thus, we have u0(x) = f(x), and

un+1(x) = λ

∫ x

0
k(x, t)un(t)dt, n ≥ 0.

For instance, the first three components are u0(x) = f(x), u1(x) =
λ
∫ x
0 k(x, t)u0(t)dt, and

u2(x) = λ

∫ x

0
k(x, t)u1(t)dt. (12)

In a similar way and using (12), the other components are determined.
So, the solution u(x) =

∑∞
n=0 un(x) of the Volterra integral equation

(11) is readily deduced. It is obviously observed that the decomposition
method converts the integral equation into an interesting determination
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of computable components. Also, it has been proved that if a problem
has an exact solution, then the obtained series converges very rapidly to
the solution. However, if a closed form solution is not attainable, then
a truncated number of terms is used for numerical results. The more
components we apply the higher accuracy we obtain.

Now, we are going to use the Adomian decomposition method to
solve the integral equation (8) in Example 4.4. Due to Adomian proce-

dure, let x0(t, s) = e
ts
2 , so

x1(t, s) =
1

12
e−ts

∫ s

0

∫ t

0

e
−vw
2 x0(v, w) + 1√
t− v

√
s− w

dvdw

=
1

12
e−ts

∫ s

0

∫ t

0

2√
t− v

√
s− w

dvdw =
2

3

√
tse−ts.

Then

x2(t, s) =
1

12
e−ts

∫ s

0

∫ t

0

e
−vw
2 x1(v, w) + 1√
t− v

√
s− w

dvdw (13)

One can see that we have a closed form for the approximations x0(t, s)
and x1(t, s). But x2(t, s), cannot be obtained analytically, hence we use
the two-dimensional two points Gauss quadrature rule to evaluate the
integral part in x2(t, s) numerically. First of all we remind the two points
Gauss quadrature rule as below:∫ 1

−1
f(x)dx ≃ f(− 1√

3
) + f(

1√
3
).

To approximate the integral ∫ t

0
f(x)dx (14)

by Gauss quadrature rule, we have to shift the interval [0, t] to [−1, 1].
This can be simply done by taking x = t

2(u + 1). Thus, integral (14)
can be approximated as follows:∫ t

0
f(x)dx =

∫ 1

−1

t

2
f(

t

2
(u+1))du ≃ t

2
[f(

t

2
(− 1√

3
+1))+ f(

t

2
(
1√
3
+1))].
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The two dimensional two points Gauss quadrature rule can be deduced
as follows:∫ s

0

∫ t

0
f(x, y)dxdy ≃ t

2

s

2
[f(

t

2
(1− α),

s

2
(1− α)) + f(

t

2
(1− α),

s

2
(1 + α))

+f(
t

2
(1 + α),

s

2
(1− α)) + f(

t

2
(1 + α),

s

2
(1 + α))],

where α = 1√
3
. If we evaluate x2(t, s) in a point (ti, sj), where ti and sj

belong to [0, 1], then

x2(ti, sj) =
1

12
etisj

∫ sj

0

∫ ti

0
F (ti, sj , v, w)dvdw, (15)

where

F (ti, sj , v, w) =
e

−vw
2 x1(v, w) + 1√
ti − v

√
sj − w

. (16)

By applying Formula (16) in (15) we have

x2(ti, sj) ≃ 1

12
etisj

tisj
2

[F (ti, sj ,
ti
2
(1− α),

sj
2
(1− α))

+F (ti, sj ,
ti
2
(1− α),

sj
2
(1 + α))

+F (ti, sj ,
ti
2
(1 + α),

sj
2
(1− α))

+F (ti, sj ,
ti
2
(1 + α),

sj
2
(1 + α))]. (17)

Thus (8) can be approximated by considering three terms in the Equa-
tion (10), i.e.

x(t, s) ≃ x0(t, s) + x1(t, s) + x2(t, s). (18)

In order to check how good this approximation is, we substitute equa-
tion (18) in both sides of the equation (8). Now, we find the absolute
error in different points in the 2-cell [0, 1] × [0, 1] and gather them in
the following table. In Figures 1 and 2 we have plotted the approximate
solution (18).
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Table 1: Absolute error at point (ti, sj) related to the Example 4.4

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 0 0 0 0 0 0 0 0 0 0 0

0.1 0 0.2020 0.0278 0.0334 0.0377 0.0413 0.0445 0.0473 0.0497 0.0518 0.0538
0.2 0 0.0278 0.0377 0.0445 0.0497 0.0537 0.0571 0.0599 0.0622 0.0641 0.0658
0.3 0 0.0334 0.0445 0.0518 0.0571 0.0611 0.0641 0.0665 0.0684 0.0698 0.071
0.4 0 0.0377 0.0497 0.0571 0.0622 0.0659 0.0684 0.0703 0.0716 0.0724 0.0728
0.5 0 0.0413 0.0537 0.0611 0.0659 0.069 0.071 0.0722 0.0728 0.073 0.0727
0.6 0 0.0445 0.0571 0.0641 0.0684 0.071 0.0724 0.0729 0.0729 0.0724 0.0715
0.7 0 0.0473 0.0599 0.0665 0.0703 0.0722 0.0729 0.0728 0.0722 0.071 0.0696
0.8 0 0.0497 0.0622 0.0684 0.0716 0.0728 0.0729 0.0722 0.0709 0.0691 0.0671
0.9 0 0.0518 0.0641 0.0698 0.0724 0.0729 0.0724 0.071 0.0691 0.0668 0.0643
1 0 0.0538 0.0658 0.071 0.0728 0.0727 0.0715 0.0696 0.0671 0.0643 0.0615

6 Conclusion

Davison [14] generalized regulated functions on a topological space and
proved some remarkable facts concerning them. Also, a two dimensional
nonlinear fractional integral equation was studied by Rabani et al. [31].
Now, in this work, we first characterize relatively compact subsets of
the space of regulated functions defined on Davison spaces. Then, we
introduce a measure of noncompactness on this kind of spaces. We also
discuss the existence of solutions of this equation in the regulated space
S(([0, T ]× [0, T ], τ, σ),R) via measure of noncompactness and with the
help of a fixed point theorem of Darbo type. Eventually, we use the
Adomian decomposition method to find solution of the problem with
high accuracy. As a future project, one can investigate the solvability of
the equation with the help of other fixed point theorems.



EXISTENCE RESULTS OF A NONLINEAR FRACTIONAL ... 23

Figure 1: Approximate solution of the Example 4.4
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equations in the Fréchet space C(Ω), Mediterr. J. Math., 13(6)
(2016), 4805–4817.

[14] T.M.K. Davison, A generalization of regulated functions, The
American Mathematical Monthly, 86, No. 3 (Mar., 1979), 202–204



EXISTENCE RESULTS OF A NONLINEAR FRACTIONAL ... 25

[15] M.A. Darwish, On quadratic integral equation of fractional orders,
J. Math. Anal. Appl., 311 (2005), 112–119.

[16] K. Diethelm and A.D. Freed, On the solution of nonlinear
fractional-order differential equations used in the modeling of vis-
coplasticity, In Scientific Computing in Chemical Engineering II,
217–224, Springer, Berlin, Heidelberg (1999).

[17] J. Dieudonne, Foundations of Modern Analysis, Academic Press,
New York (1969).

[18] D. Frankova, Regulated functions, Math. Bohem., 116(1) (1991),
20–59.

[19] L. Gaul, P. Klein and S. Kemple, Damping description involving
fractional operators, Mech. Syst. Signal Process., 5(2) (1991), 81–
88.

[20] M. Ghasemi, M. Khanehgir, R. Allahyari and H.A. Kayvanloo, Pos-
itive solutions of infinite coupled system of fractional differential
equations in the sequence space of weighted means, Aims Math.,
7(2) (2021), 2680–2694.

[21] C.S. Honig, Volterra Stieltjes-Integral Equations, North-Holland,
Amsterdam (1975).

[22] C.S. Honig, Equations Integrales Generalisées et Applications, Publ.
Math. Orsay, 83–01, Expose No. 5. (1983).

[23] H.A. Kayvanloo, M. Khanehgir and R. Allahyari, A family of mea-
sures of noncompactness in the Hölder space Cn,γ(R+) and its ap-
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