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Abstract. The objective of this paper is to present a finite difference
scheme that estimates the solution of space fractional diffusion equation
with the Caputo fractional derivative. The proposed scheme’s stability,
and convergence are proved. To assess the efficiency of this program,
a set of tests is carried out. The results of these tests demonstrate the
reliability and accuracy of the proposed scheme.

AMS Subject Classification: 65M06; 656M12 ; 26A33; 35R11
Keywords and Phrases: Space fractional diffusion equation, Conver-
gence, Stability, Finite difference method

1 Introduction

In this paper, the solution of space fractional diffusion equation
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with initial condition

u(z,0) = Uy (), 0

n
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=
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and boundary conditions
ou(0,t)

ox
U(L7t) - lIlﬂ?l (t)a 0<t<T, (4)

— U, (t), 0<t<T, (3)

is approximated, where u(z,t) is an unknown function and the space
fractional derivative is assumed to be based on the Caputo fractional
derivative [9] as follows.

u(w,t) 1 T 9%u(s,t) 1-8
p: F(2—B)/0 952 (x—s)""ds, 1<p<2 (5

The topic of fractional derivatives has garnered increased attention in re-
cent years within the scientific community [12], [2]. The space fractional
diffusion equation with the Riemann fractional derivative was approxi-
mated by a shifted Griinwald finite difference formula in [7]. In [14], for
equation (1) with the Riemann fractional derivative, the Crank—Nicolson
method was applied based on a Grinwald formula then an extrapola-
tion was used to obtain a second-order approximation.

Equation (1) with fractional derivative (5) was solved numerically
using orthogonal polynomials by some authors. The Legendre polyno-
mials with the tau method were used to approximate this equation in
[11]. Ren et al. [10] applied the shifted Chebyshev polynomials with the
tau method to obtain an approximation for this equation. Some other
authors used Chebyshev polynomials to estimate the solution of equa-
tion (1) with fractional derivative (5) [1], [13], [5], [1]. Khader [41] applied
the Chebyshev polynomials to reduce this equation into a system of or-
dinary differential equations and then a finite difference approximation
was used to obtain the numerical solution of this system. Safdari et al.
[13] approximated this equation by using the compact finite difference to
obtain the semi-discretization in the time derivative and then used the
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Chebyshev collocation method to estimate the space fractional deriva-
tive.

In this paper, we propose a novel finite difference method for approx-
imating equation (1) in Caputo sense (5) subject to conditions (2)-(4).
Our method has a distinct advantage over other methods used for space
fractional diffusion with the Caputo derivative. Specifically, we demon-
strate that our proposed scheme is unconditionally stable and convergent
through rigorous proof. To evaluate the accuracy of our method, we con-
duct several numerical tests.

The structure of our paper is as follows: The discretization of equa-
tion (1) is explained in the next section. Section 3 is dedicated to proving
the stability and convergence of our proposed scheme. In Section 4, the
numerical tests are provided. The final section presents the conclusion.

2 Finite Difference Method for the Problem

The discretization of equation (1) using a proposed finite difference
method is explained in this section.

Let At and Ax represent the grid sizes in time and space, respec-
tively, for the finite difference scheme. Then, z; = jAz (j =0,1,...,J)
and t" = nAt (n=0,1,..., N), where JAz = L and NAt =T. Assume

u? is the value of u(z;,t") for j =0,1,...,J and n=0,1,...,N.

The following lemma provides the essential tools for the discretiza-
tion of equation (1).

Lemma 2.1. Assuming as = (s+1)> % —s278 (s =0,1,..., 1 <3 < 2).

)
s
Then, the discretization of 857(”;:@ at (z;,t") for1 < j < J—1 and
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0 <n <N is as follows.

OPu(z,t) ,
axﬂ ‘1
Ax)— ou ag
((3) B)[ ao—\o As ul—l—A—uz]—i-O(Aac)2 B(0<n<N),
Pu(x,t) ,
o0zP b
(A ou,  (aa—ap)
- 1—\(3 _6)[ ajfl |0 Az Uy
i 1(% k+1—2% Etajk-1) o, 01 =240 , G0 o
- Ax kot Az + A:L’UJH]
+O<Aar)2*ﬁ, 2<j<J-1,0<n<N).
Proof.
Pu(x,t) ,
ozP ]
1 %i §%u(s, t") 1-8
= F(Q—ﬂ)/o T(% — ) Pds
Ou(z,t)in  Ou(x,t)n
_ 1 Ej [( Ox ‘k I
INCEC) Az (6)
kAx
+o(da) [ (a0
(k DAz
(Az)t- ou , ou,,
“rEop Y- 1 \o + 520 (a5-5 — aj-k-1)7 |k +ao5 ]
—i—O(Am)_, (1<j<J—-1, 0<n<N).
Consider
au|,c W—i—O(Aa:), 1<k<J—1, 0<n<N). (7)

Then, the relations (6) and (7) complete the proof. [

Assume
n+1 _ un

ou n—l—% uj 7 2 | J —
ot At +O(At)*, (0<Kn<N-1,1<5< 1), (8)
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o8 u‘n+f 8’3u‘n+1 o8 u|
OxB 0xP dxB Y 9)
+O(At)2, O<n<N-1,1<j<J—1).

By disregarding the truncation errors, the discretization of equation (1)
with conditions (2)-(4) at the grid point z; (j = 1,2,...,J — 1) and time
step (n + 3) for 0 < n < N — 1 using lemma 2.1 and relations (8) and
(9) is as follows.

"+1—’71{ -0 n+1+f n+1}2“?+71{_ +*U§l}
41 (10)
+ (A f —'nao( |0 +—\”+1), <n<N-1,

1
1 aj—9 — aQj—1 1 Ek (CL k+1 2(1'7]4; +a‘,k,1) 1
u;LJr _ %,[ J A J u’ilri’ + 2\~ Am] J U?I;L+
a1—2a0 n41 aq n4+1
TAr Y T AgYl
ji—1
B aj_9 — a1 Y _o(aj g1 —2aj g +aj_p-1)
=il Az ur Az u
a1 — 2agp n+
Ay Wt Fu]+1] (At) f;
(Qm Onty 9 i 9 0<n< N1
a4 XJ X 4 SRS ]
— Yia5-1 o oz 0 s J
(11)
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J-1 Ax Ax

a1 —2ap n+li .
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(12)
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_ el
where v = % for 1 < j < J -1, fj+2 — f(ajj,t"-i-%) for

1<j<J—1,and 0 <n <N —1. Now the following theorem is easy
to prove.

Theorem 2.2. The discretization of equation (1) with conditions (2)-
(4) using lemma 2.1 and relations (8)-(9) is consistent with accuracy

(O(Ax)27P + O(At)?).

3 Stability and Convergence

The stability and convergence of schemes (10)-(12) are presented in this
section. A stable finite difference scheme can approximate the solution

of complex equations accurately [8]. The idea of showcasing stability
is based on reference [141]. Equations (10)-(12) can be considered as
follows:

(I-BU™ =T +BU"+F"2, 0<n<N-1, (13)

1 1
n+3 n+3

[(At) ILJF%’ (At)fQ vy (At) J—=2 > (At)f?—t% + 1190 (u” + un+l)]T

A.T J J
ou ou
- (%’8 + %mﬂ)[’hao,%al, Yy, )T, 0<n < N —1,

Iisa (J—1) x (J — 1) identity matrix, and in matrix B, the elements
Bj, (j,k=1,2,...,J — 1) are as follows.

b if k=j=1,
7 B if k=j#1,
a;i_2—ai_1 . .
Bjk = K a;,,ﬁfiZaj,kJraj,k,l Zf k= 1’ ’ gj’ .
Vj A if 2<k<j—1,2<y,
’Yj% Zf k= j + 1,
0 if j+1<k.
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The following theorem establishes that the finite difference discretiza-
tion of equation (1) with conditions (2)-(4), as defined by (10)-(12), is
unconditionally stable. This stability property is crucial for ensuring
reliable numerical solutions.

Theorem 3.1. The finite difference discretization of equation (1) with
conditions (2)-(4) defined by (10)-(12) is unconditionally stable.

Proof. Equations (10)-(12) are equivalent to (13). First, it is argued
that matrix B has the eigenvalues with a non—positive real-part. Ac-
cording to the Gershgorin theorem ([3] p. 294), for matrix B, we have

AL+ 7122 < 1ae,
|>\ +'7J2a0 a1|

aj— 2 aj—1 j—1(aj—k+1—20;_k+a;_r_1) ag
< IYJ[ Az Elc:2| Az | + A:):]

for2<j<J-2,

‘)\.]71 +7J 12a0 a1|

-3 %52 goaylay=2a, 4 ta; , 5)
<7, [ v Y Az 1,

‘ (14)
where \; (1 < j < J —1) is the eigenvalue of the matrix B. It is easy
to show that ag > a1 > ... > a, and lim,_sa, = 0. Also, we can
demonstrate that

(an — ant1) > (Apt1 — ant2), n=12 ...
Therefore, for 2 < j<J—1and k=2,3,...,5 — 1, we have
(a‘j—kJrl - 2(1]'71@ + a‘jfk—l) > 0.
So,
E;c 2|( j—k+1 2“;‘% +aj—k—1)|
= 22:12(( A1 — a’j—k) - (aj—k - aj—k—l)) - (aj—l - aj—2) + (aO - al)’

Now the relations (14) can be written as follows.

A1+ 7172 < 1Re,
A+t <y 2t 2<5 < -2, (15)

P e vl AN

ao—ai
Vi1 Az
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It is obvious that matrix B is invertible, so matrix B has the non—zero
eigenvalues. Therefore according to (15), matrix B has the eigenvalues
with the non—positive real-part.

Now, A; is an eigenvalue of the matrix B if and only if LA

-\
value of the matrix (I — B)~}(I + B). Since the real part of )\; is not

positive, ]iij | < 1. Thus, the system of equation (13) is uncondition-

ally stable. O

L is an eigen-
J

By using Lax’s equivalence theorem [(], theorem 2.2 and theorem 3.1
indicate that our proposed scheme (13) is convergent.

4 Numerical Tests

Some numerical tests are presented in this section, to check the validity
of our proposed scheme. We measure the accuracy of the proposed
method by assuming Az and At, using the following maximum absolute
error

Loo(Ax, At) = max

o~n n‘
1@@,1,1@<N|Uj Uy,

where ﬂ?, and u;l are the approximation and the exact solutions of
equation (1) with conditions (2)—(4) at x; and time t", respectively. To
test our proposed method, we consider the following three examples in

which the exact solutions are available.
Example 4.1. Assume the equation [/]
ou(x,t o8 t
ut) 0l
ot ozxls

where a(z) = I'(1.2)a'8, f(z,t) = (623 — 32%)e~". The exact solution
u(w,t) = (22 — 23)e~t is used to consider conditions (2)—(4).

+f($at)a 0<l'<1, 0<t<1,

Example 4.2. Assuming the equation [I1]
t O Pu(x,t
ou(z,t) ~ ala) u(x,t)
ot OxlH
where a(z) = I'(1.5)2%°, f(x,t) = (2% +1)cos(t+1) —2zsin(t +1). The

exact solution u(w,t) = (22 + 1)sin(t + 1) is used to consider conditions

(2)-(4).

+ f(z,t), 0<z<l, 0<t<1,



A FINITE DIFFERENCE APPROXIMATION ...

Table 1: The maximum absolute errors and Convergence rates with
different values At and Az in Example 1.

At,Ax Lo (Az,At) Convergence rate

1 77904e — 3  —

L 1.6223c —3 168~ 2
L 2.1667¢ —3 213~ 20
o 1.1842¢ — 3 1.83 ~ 10
L 6.3542c — 4 1.86 ~ 200
e 2.7344e — 4 232~ 500

1 ~ 1000

Example 4.3. Assume the equation [I1]

ou(x,t) o' 8u(z,t)
ot a(@) Ox18

+ f(z,t), 0<z<1, 0<t<I1,

where a(x) = F(2.2)$, f(z,t) = —(1 + x)e'x3. The exact solution
u(zw,t) = e ta3 is used to consider conditions (2)-(4).

It is essential to note that the implementation of the proposed method
for each equation in the examples 4.1, 4.2, and 4.3, with their initial and
boundary conditions, involves discretizing the equations at the grid point
zj (j =1,2,...,J — 1) and time step (n+ %) for 0 < n < N — 1 using
Lemma 2.1 and relations (8) and (9) to form a system of equations (as
shown in Equation (13)). By solving this system at each time step, the
value of unknown function u in the next time step is obtained. It is
obvious that the value of u;b is known for n = 0 at each space point,
initially. By solving the system, the value of u} at time step n =1 for
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Table 2: The maximum absolute errors and Convergence rates with
different values At and Az in Example 2.

At,Ax Lo (Az,At) Convergence rate

1 5.4187¢ —2 —

L 2.6464e —2 205~ 20
X 1.0139e —2  2.61 = 32
a 1.9237e — 3 2.06 ~ 100
. 2.4043¢ — 3 2.05~ 200
1 0.3082c —4  2.56 ~ 300
o 464146 —4 204~ 1000

each space point is determined, and this process continues iteratively for
subsequent time steps.

The results of our proposed method for Examples 4.1, 4.2, and 4.3
are presented in Tables 1, 2, and 3, respectively. The second columns
of these Tables show that the maximum absolute error, with different
values At and Az, is small enough and reduces as the grids are refined.

To test the rate of convergence of our proposed scheme, we started
with Az = At = % and obtained numerical solutions for Examples 4.1,
4.2, and 4.3. We then repeated the computations using finer grids. Here,
the Convergence rate is defined by the ratio of the errors as refining the
grids, as follows.

Loo((A2)1, (At)1)
Loo((Az),, (At),)’

Convergence rate =

where(Ax), = (At), < (Az), = (At),. According to the third columns
of Tables 1, 2, and 3, the behavior of errors is (almost) linear. It means
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Table 3: The maximum absolute errors and Convergence rates with
different values At and Az in Example 3.

At,Ax Lo (Az,At) Convergence rate

1 43914e —3 -

L 24129¢ —3 182~ 2
L 1.1076e — 3  2.18~ X
o 5.7498¢ —4  1.93 ~ 100
L 3.0367c —4  1.89 ~ 200
e 1.2873¢ — 4 2.36 ~ 30

1 ~ 1000

that the ratio of Lo ((Ax),, (At),) to Lo ((Ax),, (At),) is approximately
equal to the ratio of (Az), or (At), to (Ax), or (At),, where (Ax), =
(At), < (Ax), = (At),. Therefore, in our method, when the grid sizes
in space and time are divided by n, the maximum absolute error is also
divided by n approximately.

5 Conclusion

This paper introduces a novel finite difference scheme for approximating
the solution of the space fractional diffusion equation with the Caputo
fractional derivative. The proposed scheme has been rigorously proven
to be stable and convergent. Through numerical tests and comparisons
with exact solutions, the reliability and accuracy of the method have
been demonstrated. Additionally, the numerical tests show that the er-
ror behavior of the proposed scheme is nearly linear. It means when
the grid sizes in space and time are divided by n, the maximum abso-

11
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lute error is also divided by n approximately. This study contributes to
the advancement of numerical methods for solving fractional differen-
tial equations and underscores the importance of rigorous analysis and
testing in computational mathematics research.
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