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Abstract. Let B and A be two Banach algebras and M be a Banach B-
bimodule. Suppose that σ : A → B is a linear mapping. A bilinear map
φ : A×A → M is called a two variable σ-derivation whenever φ(ab, c) =
φ(a, c)σ(b) + σ(a)φ(b, c) and φ(a, bc) = φ(a, b)σ(c) + σ(b)φ(a, c) for all
a, b, c ∈ A. In this paper, we prove that if A and B are unital and
φ : A×A → B is a two variable σ-derivation such that φ(1, a0) = 1 for
some a0 ∈ A then φ is symmetric, i.e. φ(a, b) = φ(b, a) and there exists
a unital homomorphism θ : A → B such that φ(a, b) = θ(ab)θ(a0)

−1.
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1. Introduction

Throughout this paper, A will represent an algebra. If A is unital then
1, will show its unit element. We shall write [a, b] for ab − ba. An al-
gebra A is said to be a domain, if whenever ab = 0, with a, b ∈ A,
then a = 0 or b = 0. A mapping D : A → A is called a derivation if
D(ab) = D(a)b + aD(b) holds for all a, b ∈ A. Let σ : A → A be a
linear mapping. A linear mapping d : A → A is called a σ-derivation
if d(ab) = d(a)σ(b) + σ(a)d(b) holds for all a, b ∈ A. Clearly, if σ = id,
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if σ = id, the identity mapping on A, then d is an ordinary deriva-
tion. As another example, every homomorphism θ : A → A is a θ

2 -
derivation. Hence, the theory of σ-derivations combines the theory of
derivations and homomorphisms (for more details see [9, 11-13]. The
notion of generalized derivation was introduced by Hvala [10]. An ad-
ditive mapping f : A → A is called a generalized derivation if there
exists a derivation D : A → A such that f(ab) = f(a)b + aD(b)
holds for all a, b ∈ A. For convenience, such a derivation f is said to
be a D-derivation. By getting idea from this definition, Hosseini et al
[7], [8] defined a generalized σ-derivation as follows: A linear mapping
δ : A → A is called a generalized σ-derivation if there exists a σ-
derivation d : A → A such that δ(ab) = δ(a)σ(b)+σ(a)d(b) holds for all
a, b ∈ A. For convenience, we say that such a generalized σ-derivation
δ is a (σ, d)-derivation. An additive mapping H from A into itself is
called a left (right) centralizer if H(ab) = H(a)b (H(ab) = aH(b)) for
all a, b ∈ A (see [1] and the references therein). A centralizer of A is
an additive mapping which is both a left and a right centralizer. Sup-
pose that f : A → A is a D-derivation. By putting H = f − D, we get
H(ab) = f(a)b+aD(b)−D(a)b−aD(b) = H(a)b for all a, b ∈ A. It means
that H is a left centralizer. Similarly, if δ : A → A is a (σ, d)-derivation
then T (ab) = T (a)σ(b) for all a, b ∈ A, where T = δ − d. The linear
mapping T is called a σ-algebraic map (the reader is referred to [7]). M.
Hassani and A. Hosseini [6] defined a two variable (σ, τ)−derivation as
follows:
Let A be a Banach algebra and M be a Banach A − bimodule. Sup-
pose that σ, τ : A → A are two linear mappings. A bilinear map-
ping φ : A × A → M is called a left two variable σ − derivation if
φ(ab, c) = φ(a, c)σ(b)+σ(a)φ(b, c) for all a, b, c ∈ A. Similarly, φ is called
a right two variable τ − derivation if φ(a, bc) = φ(a, b)τ(c) + τ(b)φ(a, c)
for all a, b, c ∈ A. A bilinear mapping φ : A×A → M is said to be a two
variable (σ, τ)−derivation if it is a left two variable σ−derivation as well
as a right two variable τ−derivation. A two variable (σ, σ)−derivation is
called a two variable σ−derivation. If σ = τ = id, the identity mapping
on A, then the bilinear map φ : A × A → M is called a two variable
derivation. For example, a bilinear map φ : A × A → A defined by
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φ(a, b) = [a, b] = ab− ba is a two variable derivation. Furthermore, they
showed that if A is a commutative Banach algebra and φ : A×A → A is
a continuous two variable derivation then φ(eza, eωb) = zω eza+ωbφ(a, b)
for all a, b ∈ A and z ∈ C. Also the following formula has been proved:
φ(an, bm) =

∑n−1
k=0

∑m−1
j=0 akbjφ(a, b)bm−1−jan−1−k for every a, b ∈ A.

Thus if φ(a, b) = [a, b], then
[an, bm] =

∑n−1
k=0

∑m−1
j=0 akbj [a, b]bm−1−jan−1−k, and

[eza, eωb] = zω
∫ 1
0

∫ 1
0 esωbetza[a, b]e(1−t)zae(1−s)ωbdt ds (for more details

see [6]). Moreover, as an application of a two variable σ-derivations, un-
der certain conditions, it has been proved that a simple Banach algebra
is a field [[6], Theorem 2.8]. In this research the following main result is
proved:
Suppose that A and B are unital and φ : A × A → B is a two vari-
able σ-derivation. If φ(1, a0) = 1 for some a0 ∈ A, then φ is sym-
metric and there exists a unital homomorphism θ : A → B such that
φ(a, b) = θ(ab)(θ(a0))−1 for all a, b ∈ A. Moreover, A

ker(θ) is a commuta-
tive algebra.

2. Main Results

Throughout this paper, A and B denote two Banach algebras. Moreover,
M denotes a Banach B-bimodule. M is called symmetric if bx = xb for
all b ∈ B, x ∈ M. Furthermore, if an algebra is unital then 1 will show
its unit element.
Suppose σ : A → B is a linear operator. We know that a linear operator
d : A → M is called a σ-derivation if d(ab) = d(a)σ(b) + σ(a)d(b) for
all a,b ∈ A. It is clear that if A is a subalgebra of B and σ = id, the
inclusion map, then a σ-derivation is an ordinary derivation.

Let σ : A → B be a linear operator. A bilinear map φ : A×A → M
is called a left two variable σ-derivation whenever,

φ(ab, c) = φ(a, c)σ(b) + σ(a)φ(b, c), (a, b, c ∈ A).

φ is called a right two variable σ-derivation if

φ(a, bc) = φ(a, b)σ(c) + σ(b)φ(a, c), (a, b, c ∈ A).
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If A is a subalgebra of B and σ : A → B is the inclusion map, then
φ is called left(right) two variable derivation. Moreover a bilinear map
φ : A × A → M is called two variable σ-derivation if it is both a left
and a right two variable σ-derivation (see [6]).

For example, suppose that A is a subalgebra of B and σ : A →
B is a homomorphism. Then φ : A × A → B defined by φ(a, b) =
σ(a)x − xσ(a) + σ(ab − ba) (a, b ∈ A, x ∈ B) is a left two variable σ-
derivation. Furthermore, if φ(a, b) = [σ(a), σ(b)] = σ(a)σ(b) − σ(b)σ(a),
then φ is a two variable σ − derivation.

Let φ : A×A → A be a continuous two variable derivation. For a, b

in A, we define a function fa,b : R
2 → A by the following form:

fa,b(r, s) = φ(era, esb).

We have

∂fa,b

∂r
(r, s) = lim

h→0

fa,b(r + h, s) − fa,b(r, s)
h

= lim
h→0

φ(e(r+h)a, esb) − φ(era, esb)
h

= lim
h→0

φ(eraeha − era, esb)
h

= lim
h→0

φ(era(eha − 1), esb)
h

= φ(era lim
h→0

eha − 1
h

, esb)

= φ(era lim
h→0

aeha, esb)

= φ(eraa, esb).

Similarly,

∂fa,b

∂s
(r, s) = φ(era, esbb).
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Putting h = k = 0 in the previous relation, we arrive at

φ(a, b) =
∂ε1

∂k
(0, 0) +

∂ε2

∂h
(0, 0).

It is a characterization of a continuous two variable derivation that we
conjecture to be applied in differential calculus.

Definition 2.1. Suppose that σ : A → B is a linear operator. If for each
b ∈ A there exists an element xb ∈ M such that xb(σ(ac)− σ(a)σ(c)) =
(σ(ac) − σ(a)σ(c))xb for all a, c ∈ A, then the bilinear mapping φ : A×
A → M defined by φ(a, b) = σ(a)xb − xbσ(a) is called an inner left two
variable σ-derivation. Similarly, if for each a ∈ A there exists an element
xa ∈ M such that xa(σ(bc)− σ(b)σ(c)) = (σ(bc)− σ(b)σ(c))xa, then the
bilinear mapping φ(a, b) = σ(b)xa − xaσ(b) is called an inner right two
variable σ-derivation. φ is called an inner two variable σ-derivation if it
is an inner left two variable σ-derivation as well as an inner right two
variable σ-derivation.

Remark 2.2. Suppose that φ : A×A → M is a left(right) two variable
σ-derivation and {λi}i∈I is a net in A such that {φ(a, λi)}i∈I({φ(λi, a)}i∈I)
is a convergent net for all a ∈ A. We define d : A → M by d(a) =
limi∈I φ(a, λi)
(d(a) = limi∈I φ(λi, a)). Then d is a σ-derivation.
The following proposition and remark have been proved in [6].

Proposition 2.3. Suppose that φ : A × A → M is a continuous two
variable σ-derivation and A has an approximate identity {ei}i∈I such
that {σ(ei)}i∈I is a convergent net in B. Then

lim
i∈I

φ(ei, b)σ(a) = lim
i∈I

φ(a, ei)σ(b)

lim
i∈I

σ(a)φ(ei, b) = lim
i∈I

σ(b)φ(a, ei)

for all a, b ∈ A.

Remark 2.4. If A is unital and φ : A × A → M is a two variable
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σ-derivation then

σ(a)φ(1, b) = σ(b)φ(a,1),

φ(1, b)σ(a) = φ(a,1)σ(b),

for all a, b ∈ A. If φ(1,1) = 0 and φ(a, b) = φ(1, ab), then φ is iden-
tically zero. Because φ(1, a) = φ(1,1a) = φ(1,1)σ(a) + σ(1)φ(1, a) =
φ(1,1)σ(a) + σ(a)φ(1,1) = 0 + 0 = 0, for all a ∈ A.

Proposition 2.5. Suppose that φ : A × A → A is a continuous two
variable derivation. If A has a bounded approximate identity {ei}i∈I ,
then limi∈I φ(a, ei) = limi∈I φ(ei, a) = 0 for all a ∈ A.

Proof. It is clear that

lim
i∈I

φ(ei, b)a = lim
i∈I

aφ(ei, b) = lim
i∈I

bφ(a, ei) = lim φ(a, ei)b = 0

for all a, b ∈ A. Let a be an arbitrary element of A. Since A has a
bounded approximate identity, there exist two elements b and c in A
such that a = cb. Then

lim
i∈I

φ(a, ei) = lim
i∈I

φ(cb, ei)

= lim
i∈I

(φ(c, ei)b + cφ(b, ei))

= lim
i∈I

φ(c, ei)b + lim
i∈I

cφ(b, ei)

= 0 + 0 = 0

Similarly, we can get limi∈I φ(ei, a) = 0 for all a ∈ A. �

Remark 2.6. Suppose that φ : A×A → M is a two variable derivation
such that φ(ab, c) = φ(a, bc) for all a, b, c ∈ A. If A is unital or φ is con-
tinuous and A has a bounded approximate identity, then φ is identically
zero.

Theorem 2.7. Suppose that φ : A × A → M is a continuous two
variable σ-derivation and A has a bounded approximate identity {ei}i∈I

such that {σ(ei)}i∈I is a convergent net in B. Then there is a0 ∈ B







102 A. HOSSEINI AND M. HASSANI

space, (B1) implies that φ(ab, c) = φ(a, bc) (a, b, c ∈ A)
(for more details see [2]).

Corollary 2.13. Let A has the property (B) and having a bounded
approximate identity. Then every continuous two variable σ-derivation
φ : A×A → M satisfying (B1) is symmetric.

Theorem 2.14. Suppose that A has the property (B) and having a
bounded approximate identity. Then A is commutative if and only if
for every a, b ∈ A, ab = 0 implies that ba = 0.

Proof. Suppose for every a, b ∈ A, ab = 0 implies that ba = 0. We
define φ : A × A → A by φ(a, b) = ab − ba. Hence, φ is continuous
bi-linear mapping which preserves zero product. Let {ei} be a bounded
approximate identity. According to Remark 2.6, φ is identically zero. So,
ab−ba = 0 for all a, b ∈ A. It means that A is commutative. The converse
is clear. �

Note that if A is a domain with the property (B) and furthermore, A
has a bounded approximate identity, then A is commutative.
Note: Let A be a unital Banach algebra with the property (B) and let φ :
A×A → M be a continuous two variable σ−derivation which preserves
zero product. It follows from Theorem 2.9, that φ is symmetric.

Theorem 2.15. Suppose that M is symmetric and A has a bounded
approximate identity. Assume that φ : A×A → M is a continuous two
variable σ-derivation. If σ(a)φ(b, c) = φ(a, b)σ(c) for all a, b, c ∈ A then
φ is symmetric and there exists a continuous σ-derivation d : A → M
such that φ(a, b) = d(ab) for all a, b ∈ A.

Proof. First of all, we show that the following are equivalent:
(i) φ(ab, c) = φ(a, bc),
(ii) σ(a)φ(b, c) = φ(a, b)σ(c),
(iii) φ(ab, c) = φ(ac, b),
for all a, b, c ∈ A. Clearly, (i) ⇔ (ii). We are going to prove that (ii) ⇔
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(iii). Suppose (ii) is true. We have therefore the relations

φ(ab, c) − φ(ac, b) = φ(a, c)σ(b) + σ(a)φ(b, c) − φ(a, b)σ(c) − σ(a)φ(c, b)

= σ(a)φ(c, b) + σ(a)φ(b, c) − σ(a)φ(b, c) − σ(a)φ(c, b)

= 0

for all a, b, c ∈ A. Conversely, suppose (iii) is true, then for every a, b ∈ A
and every bounded approximate identity {ei}i∈I we have

φ(a, b) = lim
i∈I

φ(eia, b)

= lim
i∈I

φ(eib, a)

= φ(b, a),

which means that φ is symmetric. Reusing (iii) together with the fact
that φ and M are symmetric, we obtain φ(b, a)σ(c) = φ(a, b)σ(c) =
φ(a, c)σ(b) = σ(b)φ(a, c) for all a, b, c ∈ A. Consequently, we can find
that φ(a, b)σ(c) = σ(a)φ(b, c) and (ii) is achieved. So (i), (ii) and (iii)
are equivalent. It follows from (i) that

φ(a, b) = lim
i∈I

φ(eia, b) = lim
i∈I

φ(ei, ab) (1)

for all a, b ∈ A. Hence the net {φ(ei, a)}i∈I is convergent for each a ∈
A2 and so we may define a linear operator d : A2 → M by d(a) =
limi∈I φ(ei, a) (a ∈ A2). According to the definition of d and in view of
(1), we have φ(a, b) = d(ab) for all a, b ∈ A. Since A has a bounded
approximate identity, A2 = A. Hence d is a σ-derivation from A into
M. Moreover, for every a ∈ A,

‖φ(ei, a)‖ � ‖φ‖‖ei‖‖a‖ � ‖φ‖ sup
i∈I

‖ei‖‖a‖

and so d is continuous with ‖d‖ � ‖φ‖ supi∈I ‖ei‖. �

Theorem 2.16. Suppose that A and B are unital and φ : A × A → B
is a two variable σ-derivation. If φ(1, a0) = 1 for some a0 ∈ A, then
φ is symmetric and there exists a unital homomorphism θ : A → B
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such that φ(a, b) = θ(ab)(θ(a0))−1 for all a, b ∈ A. Moreover, A
ker(θ) is a

commutative algebra.

Proof. First note that σ(1) = 1
2 . Because,

1 = φ(1, a0) = φ(1 1, a0)

= σ(1)φ(1, a0) + φ(1, a0)σ(1)

= 2σ(1).

We know that φ(a,1) = φ(1, a) for all a ∈ A. Assume that a and b are
two arbitrary elements of A. Then we have

φ(a, b) = φ(1a, b)

= φ(1, b)σ(a) + σ(1)φ(a, b)

= φ(1, b)σ(a) +
φ(a, b)

2
.

So φ(a, b) = 2φ(1, b)σ(a). By Remark 2.4 and reusing the fact that
φ(a,1) = φ(1, a) for all a ∈ A, we can get

φ(b, a) = 2φ(1, a)σ(b)

= 2φ(b,1)σ(a)

= 2φ(1, b)σ(a)

= φ(a, b).

It means that φ is symmetric. Let a be an arbitrary element of A. Then

φ(a, a0) = φ(a1, a0)

= φ(a, a0)σ(1) + σ(a)φ(1, a0)

=
φ(a, a0)

2
+ σ(a).

Hence σ(a) = φ(a,a0)
2 . We define a linear operator θ : A → B by θ(a) =

φ(a, a0). Obviously, θ(1) = 1 and it means that θ is unital. Furthermore,
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a ∈ A. Assume that a and b are two arbitrary elements of A. Then

φ(a, b) = 2φ(a,1)σ(b)

= 2d(a)
θ(b)
2

= d(a)θ(b)

= θ(a)θ(a0)−1θ(b)

= θ(a)θ(b)θ(a0)−1

= θ(ab)θ(a0)−1. �

Our next task is to prove that A
kerθ is a commutative algebra. Since φ is

symmetric, i.e. φ(a, b) = φ(b, a) for all a, b ∈ A, we have θ(ab)θ(a0)−1 =
θ(ba)θ(a0)−1. This implies that θ(ab) = θ(ba), i.e. ab − ba ∈ ker(θ) for
all a, b ∈ A. Consequently, ab + ker(θ) = ba + ker(θ) and it results that

A
ker(θ) is a commutative algebra.

Corollary 2.17. Suppose that A is unital and B is a unital, commutative
Banach algebra. Let φ : A × A → B be a two variable σ-derivation
such that φ(1, a0) = 1 for some a0 ∈ A. If B is semisimple then φ is
continuous.

Proof. It is an immediate conclusion from the previous theorem and
Proposition 5.1.1 of [5]. �
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