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#### Abstract

This paper presents sufficient conditions for the existence of positive solutions for the nonlinear Hammerstein and quadratic integral inclusion. In this way, we use concave multifunctions and fixed point theory for obtaining results. In fact, for solving the Hammerstein integral inclusion problem, we use fixed point of some concave multifunctions.


AMS Subject Classification: 34A60; 47H10; 47H07.
Keywords and Phrases: Concave multifunction, Dedekind complete, Hammerstein integral inclusion, Quadratic integral inclusion.

## 1 Introduction

A large number of real life problems can be framed as linear or nonlinear differential equations (see [3], [6], [7], [15], [21], [25], [27]) or differential inclusions(see [1], [9], [14], [24]). Using fixed point theorem of mappings and multifunctions is one of oldest and most well-known techniques to prove the existence of solutions for differential equations and inclusions. Picard ([26]) was the first to prove the existence of a positive solution

[^0]for differential and integral equations by using concave operators. Later, $u_{0}$-concavity, ordered concavity (convexity), and $\alpha$-concavity(convexity) were introduced by Krasnoselskii([16],[17]), Amann ([5]), and Potter ([23]), respectively. In [20] the equivalent conditions to the existence of fixed point for $u_{0}$-concave operator were obtained. In [8], [19], [33], [28], and [29] fixed point theorems for some other types of concave operators were proved.
Upper and lower solutions([22]), compactness and continuity assumptions play important roles in order to prove the existence of positive solutions for nonlinear differential and integral equations and inclusions, which is difficult to verify for concrete nonlinear operators. One of the interesting and important techniques to remove or weaken these conditions is using monotone concave operators. See [12], [18], [31], [30], [32], and [34], [35] for some applications which include the existence of positive solutions.
The paper is organized as follows: In Section 2, we introduce some of the preliminaries needed for the next sections. In this section, we prove two lemmas; the first is essential to prove the main results and the second is an important equivalence between two types of concave multifunctions. In Section 3, we establish the existence of results for $u_{0}$-concave and $\alpha(t)$-concave multifunctions. Furthermore, we provide some examples that satisfy main results. In last section, we provide our main result about the existence of positive solutions for the Hammerstein and quadratic integral inclusions.

## 2 Preliminaries

Throughout this paper, we assume that $E$ is a real Banach space which is partially ordered by a cone $P \subseteq E$, i.e., $x \leq y$ (or $y \geq x$ ) iff $y-x \in P$. If $x \leq y$ and $x \neq y$, then we denote $x<y$ (or $y>x$ ). Note that the nonempty closed convex set $P \subset E$ is a cone if it satisfies $x \in P, \lambda \geq$ $0 \Rightarrow \lambda x \in P$ and $x \in P,-x \in P \Rightarrow x=\theta$. A cone $P$ is said to be normal if there exists a constant $N>0$ such that $\theta \leq x \leq y$ implies $\|x\| \leq N\|y\|$, where $x, y \in E$ and $\theta$ denotes the zero element of $E$. It is easy to prove that the following assumptions are equivalent([11]):
(1) A cone $P$ is normal,
(2) If $x_{n} \leq z_{n} \leq y_{n}$ (for all $n \in \mathbb{N}$ ), $\left\|x_{n}-x\right\| \rightarrow 0$ and $\left\|y_{n}-x\right\| \rightarrow 0$ (as $n \rightarrow \infty$ ), then $\left\|z_{n}-x\right\| \rightarrow 0$ (as $n \rightarrow \infty$ ).
For $x_{1}, x_{2} \in E$, the set $\left[x_{1}, x_{2}\right]=\left\{x \in E: x_{1} \leq x \leq x_{2}\right\}$ is called the order interval between $x_{1}$ and $x_{2}$. Given $h>\theta$, let $P_{h}$ be the set

$$
P_{h}=\{x \mid x \in E, \exists \lambda(x), \mu(x)>0, \text { s.t. } \lambda(x) h \leq x \leq \mu(x) h\} .
$$

It is easy to see that $P_{h} \subset P$.
Definition 2.1. ([13]) For two subsets $X$ and $Y$ of $E$, we write $X \leq Y$ if for any $x \in X$ there exists some $y \in Y$ such that $x \leq y$.

Also for subsets $X, Y$ and $Z$ of $E$ we write $X \leq Y \leq Z$ if $X \leq Y$ and $Y \leq Z$. For $\{x\} \leq Y$ or $Y \leq\{x\}$ we write $x \leq Y$ or $Y \leq x$, respectively. Obviously if $Y \leq x$, then for all $y \in Y$ we have $y \leq x$.

Definition 2.2. ([13]) Given a nonempty subset $D$ of $E$, we say that $A: D \rightarrow 2^{E}$ is increasing (decreasing) on $D$ if for $x, y \in D$ such that $x \leq y$, we have $A x \leq A y(A x \geq A y)$.

Definition 2.3. A multifunction $A: P \rightarrow 2^{P}$ is said to be a $u_{0}$-concave multifunction $\left(u_{0}>\theta\right)$ if $A$ satisfies the following two conditions:
(i) for any $x>\theta, A x \subseteq P_{u_{0}}$;
(ii) for $x \in P$ and $t \in(0,1)$ there exists a positive number $\eta=\eta(t, x)$ such that $A(t x) \geq t(1+\eta) A x$.
Definition 2.4. A multifunction $A: P_{h} \rightarrow 2^{P_{h}}(h>0)$ is said to be an $\alpha(t, x)$-concave multifunction if there exists $\alpha:(0,1) \times P_{h} \longrightarrow(0,1)$ such that $\alpha(t, x)>t$ and $A(t x) \geq \alpha(t, x) A x$ for all $x \in P_{h}$ and $t \in(0,1)$.

Definition 2.5. A multifunction $A: P_{h} \rightarrow 2^{P_{h}}(h>0)$ is said to be a $\alpha(t)$-concave multifunction if there exists $\alpha:(0,1) \longrightarrow(0,1)$ such that $\alpha(t)>t$ and $A(t x) \geq \alpha(t) A x$ for all $t \in(0,1)$ and $x \in P_{h}$.

A subset $X$ of a $E$ is called order bounded ([4]) if there is a $u \in E$ such that $x \leq u$ for all $x \in X$. In this case, $u$ is called the upper bound of $X$.

Definition 2.6. ([4]) $E$ is called Dedekind complete (or order complete) if every nonempty subset, which is order bounded, has a supremum in $E$.

Definition 2.7. The subset $X$ of $E$ is order closed if $\sup X$ belongs to $X$.

If $X \subseteq E$, then we denote by $B(X)$ the class of nonempty and order bounded subsets of $X$, by $O B(X)$ the class of nonempty, order bounded and order closed subsets of $X$, and by $O C B(X)$ the class of nonempty, norm closed, order bounded and order closed subsets of $X$.

Lemma 2.8. Let $E$ be Dedekind complete, $P \subset E$ be a normal cone and $A: P \rightarrow O B(P)$ be an increasing $u_{0}$-concave multifunction (for some $\left.u_{0}>\theta\right)$. Suppose that there exist $w_{0} \in P\left(w_{0} \neq \theta\right), v_{0} \in P_{u_{0}}$, and $0<\lambda_{0}<1$, s.t. $\lambda_{0} v_{0} \leq w_{0} \leq v_{0}$. Then there exist two sequences $\left\{v_{n}\right\}$ and $\left\{w_{n}\right\}$ in $P$, and a real sequence $\lambda_{n}$ such that for all $n \in \mathbb{N}$ we have

$$
\lambda_{n} v_{n} \leq w_{n} \leq v_{n}
$$

in which $0<\lambda_{n}=\lambda_{0}\left(1+\eta_{n}\right)^{n}<1$ where, for any $n \in \mathbb{N}, \eta_{n}$ is a positive real number.

Proof. Since $A$ is increasing, then

$$
\begin{equation*}
A\left(\lambda_{0} v_{0}\right) \leq A\left(w_{0}\right) \leq A\left(v_{0}\right) \tag{1}
\end{equation*}
$$

In addition

$$
\begin{equation*}
A\left(\lambda_{0} v_{0}\right) \geq \lambda_{1} A\left(v_{0}\right) \tag{2}
\end{equation*}
$$

where $0<\lambda_{1}=\lambda_{0}\left(1+\eta_{1}\right)<1$. By (1), (2) we get

$$
\begin{equation*}
\lambda_{1} A\left(v_{0}\right) \leq A\left(w_{0}\right) \tag{3}
\end{equation*}
$$

Let $v_{1}=\sup A\left(v_{0}\right)$ and $w_{1}=\sup A\left(w_{0}\right)$. Since $E$ is Dedekind complete and $A\left(v_{0}\right), A\left(w_{0}\right) \in O B(P)$, then $v_{1} \in A\left(v_{0}\right)$ and $w_{1} \in A\left(w_{0}\right)$. By (3), for some $w_{1}^{\prime} \in A\left(w_{0}\right), \lambda_{1} v_{1} \leq w_{1}^{\prime}$ which implies that $w_{1}^{\prime} \leq w_{1}$. Therefore, we have $\lambda_{1} v_{1} \leq w_{1}$. By $A w_{0} \leq A v_{0}$, there exists $v_{1}^{\prime} \in A v_{0}$ such that $w_{1} \leq v_{1}^{\prime}$. Since $v_{1}=A\left(v_{0}\right)$, then $w_{1} \leq v_{1}$. Finally, we have

$$
\lambda_{1} v_{1} \leq w_{1} \leq v_{1} .
$$

Hence

$$
\begin{equation*}
A\left(\lambda_{1} v_{1}\right) \leq A\left(w_{1}\right) \leq A\left(v_{1}\right) . \tag{4}
\end{equation*}
$$

For some real number $\eta_{2}^{\prime}$, we have

$$
A\left(\lambda_{1} v_{1}\right) \geq \lambda_{1}\left(1+\eta_{2}^{\prime}\right) A\left(v_{1}\right)
$$

where $0<\lambda_{1}\left(1+\eta_{2}^{\prime}\right)<1$. Let $\eta_{2}=\min \left\{\eta_{1}, \eta_{2}^{\prime}\right\}$. So

$$
A\left(\lambda_{1} v_{1}\right) \geq \lambda_{1}\left(1+\eta_{2}\right) A\left(v_{1}\right)
$$

which implies

$$
A\left(\lambda_{1} v_{1}\right) \geq \lambda_{0}\left(1+\eta_{1}\right)\left(1+\eta_{2}\right) A\left(v_{1}\right)
$$

Since $\eta_{2} \leq \eta_{1}$, then

$$
A\left(\lambda_{1} v_{1}\right) \geq \lambda_{0}\left(1+\eta_{2}\right)^{2} A\left(v_{1}\right)
$$

If $\lambda_{2}=\lambda_{0}\left(1+\eta_{2}\right)^{2}$, then

$$
\begin{equation*}
A\left(\lambda_{1} v_{1}\right) \geq \lambda_{2} A\left(v_{1}\right) \tag{5}
\end{equation*}
$$

Similarly, by putting $v_{2}=\sup A\left(v_{1}\right), w_{2}=\sup A\left(w_{1}\right)$, and using (4) and (5), we can get

$$
\lambda_{2} v_{2} \leq w_{2} \leq v_{2}
$$

By repeating this process, we obtain sequences $\left\{v_{n}\right\}$ and $\left\{w_{n}\right\}$ such that $v_{n}=\sup A\left(v_{n-1}\right), w_{n}=\sup A\left(w_{n-1}\right)$ and a real sequence $0<\lambda_{n}=$ $\lambda_{0}\left(1+\eta_{n}\right)<1$, in which $\eta_{n}=\min \left\{\eta_{n-1}, \eta_{n-1}^{\prime}\right\}$ that is satisfying

$$
\lambda_{n} v_{n} \leq w_{n} \leq v_{n}
$$

A real sequence $\eta_{n}$ is called an adjoint sequence of $A$ in $w_{0}, v_{0}$, and $\lambda_{0}$.
The next example shows that Dedekind complete assumption in Lemma (2.8) is the sufficient condition. However, it is not necessary.

Example 2.9. Consider Banach space $\left(E,\|.\|_{\infty}\right)$ where $E=C[0,1]$ is the vector space of a continuous function on $[0,1]$ and $\|.\|_{\infty}$ is the usual supremum norm ([4]). Assume that $P \subseteq E$ is the cone of non-negative continuous functions on $[0,1]$. Let us define multifunction $A: P \rightarrow$ $O B(P)$ with $A x=[\sqrt[3]{x}, \sqrt[3]{x}+1]$. Obviously $A$ is increasing. For $u_{0}=1$,
it is easy to notice that $P_{u_{0}}=\{x \in E \mid x>0\}$. Thus for any $x \in P_{u_{0}}$, we have $A x \subseteq P_{u_{0}}$. Also, for any $t \in(0,1)$, we have

$$
\begin{aligned}
A(t x) & =[\sqrt[3]{t x}, \sqrt[3]{t x}+1]=[\sqrt[3]{t} \sqrt[3]{x}, \sqrt[3]{t} \sqrt[3]{x}+1] \\
& \geq \sqrt{t}(1+\eta)[\sqrt[3]{x}, \sqrt[3]{x}+1]=\sqrt{t}(1+\eta) A(x)
\end{aligned}
$$

where $0<\eta<\frac{1}{\sqrt[6]{t}}-1$. Therefore, $A$ is a $u_{0}$-concave multifunction. Now let $v_{0}=3$ and $w_{0}=2$. Since $\sup _{x \in[0,1]}[\sqrt[3]{x}, \sqrt[3]{x}+1]=\sqrt[3]{x}+1$, then we can make sequences $\left\{v_{n}\right\}$, and $\left\{w_{n}\right\}$ similar to Lemma 2.8. However ( $C[0,1],\|\cdot\| \|_{1}$ ) is not Dedekind complete ([4]).

Lemma 2.10. Let $u_{0}>\theta$ and
(a), $A: P \rightarrow 2^{P}$ is a $u_{0}$-concave multifunction. Then $A \mid P_{u_{0}}(A$ confined to $\left.P_{u_{0}}\right)$ is an $\alpha(t, x)$-concave multifunction.
(b), $A: P_{u_{0}} \rightarrow 2^{P_{u_{0}}}$ is an $\alpha(t, x)$-concave multifunction. Then $A$ is a $u_{0}$-concave multifunction.

Proof. (a): By using (i) of Definition 2.3 for all $x \in P_{u_{0}}$, we have $A x \subset P_{u_{0}}$. Set $\alpha(t, x)=t(1+\eta(t, x))$. Thus for all $x \in P_{u_{0}}$ and $t \in(0,1)$ we have $\alpha(t, x)>t$. Hence $A \mid P_{u_{0}}: P_{u_{0}} \rightarrow 2^{P_{u_{0}}}$ is an $\alpha(t, x)$ concave multifunction.
(b): Since $A: P_{u_{0}} \rightarrow 2^{P_{u_{0}}}$, then $A$ satisfies condition (i) of Definition 2.3. Set $\eta(t, x)=\frac{\alpha(t, x)}{t}-1$ (for all $x \in P_{u_{0}}$ and $\left.t \in(0,1)\right)$. Since for all $x \in P_{u_{0}}$ we have $A(t x) \geq \alpha(t, x) A(x)$, then

$$
t(1+\eta) A(x)=t\left(1+\frac{\alpha(t, x)}{t}-1\right) A(x)=\alpha(t, x) A(x) \leq A(t x)
$$

Therefore, $A$ satisfies condition (ii) of Definition 2.3.
We note that every $\alpha(t)$-concave multifunction is a $u_{0}$-concave multifunction.

## 3 Main Results

Now the main results could be stated and proved.

Theorem 3.1. Let $P \subseteq E$ be a normal cone, and $A: P \rightarrow O C B(P)$ be an increasing $u_{0}$-concave multifunction (for some $u_{0}>\theta$ ). Also, assume that
(i) $\left\{v_{n}\right\}$ and $\left\{w_{n}\right\}$ are the defined sequences in Lemma 2.8 such that $v_{0} \geq v_{1}$ and $w_{0} \leq w_{1}$;
(ii) for the sequence $\eta_{n}$ in Lemma 2.8, we have

$$
\lim _{n \rightarrow \infty} n \eta_{n}=\ln \left(\frac{1}{\lambda_{0}}\right),
$$

Then A has at least one fixed point.
Proof. Since $A$ is increasing and $w_{0} \leq w_{1}$, then we have $A w_{0} \leq A w_{1}$. Also, since $w_{2}=\sup A\left(w_{1}\right)$ and $w_{1} \in A w_{0}$, we get $w_{1} \leq w_{2}$. Therefore $A w_{1} \leq A w_{2}$. By repeating this process, we get

$$
\begin{equation*}
w_{0} \leq w_{1} \leq w_{2} \leq \cdots \leq w_{n} \leq \cdots \tag{6}
\end{equation*}
$$

Similarly, we get

$$
\begin{equation*}
v_{0} \geq v_{1} \geq \cdots \geq v_{n} \geq \cdots \tag{7}
\end{equation*}
$$

By Lemma 2.8, for each $n \in \mathbb{N}$, we have $w_{n} \geq \lambda_{0}\left(1+\eta_{n}\right)^{n} v_{n}$. Then

$$
\theta \leq v_{n}-w_{n} \leq v_{n}-\lambda_{0}\left(1+\eta_{n}\right)^{n} v_{n} \leq\left(1-\lambda_{0}\left(1+\eta_{n}\right)^{n}\right) v_{n} .
$$

In addition

$$
\begin{aligned}
\theta \leq w_{n+p}-w_{n} & \leq v_{n+p}-w_{n}
\end{aligned} \leq v_{n}-w_{n} \leq\left(1-\lambda_{0}\left(1+\eta_{n}\right)^{n}\right) v_{0}, ~ 子 ~=v_{n}-v_{n+p} \leq v_{n}-w_{n+p} \leq v_{n}-w_{n} \leq\left(1-\lambda_{0}\left(1+\eta_{n}\right)^{n}\right) v_{0} .
$$

Normality of $P$ implies that

$$
\begin{aligned}
\left\|w_{n+p}-w_{n}\right\| & \leq N \mid 1-\lambda_{0}\left(1+\eta_{n}\right)^{n}\left\|v_{0}\right\|, \\
\left\|v_{n+p}-v_{n}\right\| & \leq N\left|1-\lambda_{0}\left(1+\eta_{n}\right)^{n}\left\|\mid v_{0}\right\| .\right.
\end{aligned}
$$

Because of the normality of $P$ and that $\left(1-\lambda_{0}\left(1+\eta_{n}\right)^{\left(\frac{1}{\eta_{n}}\right)^{n \eta_{n}}}\right) \rightarrow 0$ (as $n \rightarrow \infty),\left\{w_{n}\right\}$ and $\left\{v_{n}\right\}$ are Cauchy sequences. Since $E$ is a Banach space and $P$ is closed, then there exist $v^{*}, w^{*} \in P$ such that $w_{n} \rightarrow w^{*}$ and $v_{n} \rightarrow v^{*}$ (as $\left.n \rightarrow \infty\right)$. So we have

$$
\theta \leq v^{*}-w^{*} \leq v_{n}-w^{*} \leq v_{n}-w_{n} \leq\left(1-\lambda_{0}\left(1+\eta_{n}\right)^{n}\right) v_{0}
$$

Thus $\left\|v^{*}-w^{*}\right\| \leq N\left\|v_{n}-w_{n}\right\|$. Now if $n \rightarrow \infty$, we have $v^{*}=w^{*}$. Let $x^{*}=v^{*}=w^{*}$. By (6) and (7), we get that $w_{n} \leq x^{*} \leq v_{n}$ and since $A$ is increasing, we have $A w_{n} \leq A x^{*} \leq A v_{n}$. Also, since for each $n \in \mathbb{N}$, $w_{n+1} \in A w_{n}$, then there exists $x_{n+1} \in A x^{*}$ such that $w_{n+1} \leq x_{n+1}$. Since $v_{n+1}=\sup A v_{n}$, then $w_{n+1} \leq x_{n+1} \leq v_{n+1}$. Hence

$$
\theta \leq v_{n+1}-x_{n+1} \leq v_{n+1}-w_{n+1}
$$

By the normality of $P$ we get

$$
\left\|v_{n+1}-x_{n+1}\right\| \leq N\left\|v_{n+1}-w_{n+1}\right\|
$$

Then $x_{n+1} \rightarrow x^{*}($ as $n \rightarrow \infty)$. Since $A x^{*}$ is closed, then $x^{*} \in A x^{*}$.
Remark 3.2. As a result of Lemma 2.10, Theorem 3.1 holds true if we assume that $A: P_{u_{0}} \rightarrow O C B\left(P_{u_{0}}\right)$ (for some $u_{0}>\theta$ ) is $\alpha(t, x)$-concave multifunction.

In Example 3.3, using Lemma 2.8, we construct sequences $\left\{w_{n}\right\}$, $\left\{v_{n}\right\}$, and $\eta_{n}$ that satisfy conditions $(i)$ and (ii) of theorem 3.1.

Example 3.3. Let $E=\mathbb{R}$ and $P=[0, \infty)$. For any $u_{0}>0$, we have $P_{u_{0}}=(0, \infty)$. Define $A:[0, \infty) \rightarrow(0, \infty)$ as $A(x)=\sqrt{2+x}$. It is easy to see that for any $u_{0}>0, A$ is a $u_{0}$-concave function and it is increasing. Let $w_{0}=A(0)=\sqrt{2}, w_{1}=A\left(w_{0}\right)=\sqrt{2+\sqrt{2}}$,

$$
w_{2}=A\left(w_{1}\right)=\sqrt{2+\sqrt{2+\sqrt{2}}}
$$

and $w_{n}=A\left(w_{n-1}\right)=\sqrt{2+\sqrt{2+\cdots+\sqrt{2+\sqrt{2}}}}$ for all $n$. Also, put $v_{0}=3, v_{1}=A\left(v_{0}\right)=\sqrt{5}, v_{2}=A\left(v_{1}\right)=\sqrt{2+\sqrt{5}}$ and

$$
v_{n}=A\left(v_{n-1}\right)=\sqrt{2+\sqrt{2+\cdots+\sqrt{2+\sqrt{5}}}}
$$

for all $n$. We have $w_{0}<v_{0}, v_{0} \geq v_{1}$ and $w_{0} \leq w_{1}$. Also for $\lambda_{0}=\frac{1}{3}$ we have $\lambda_{0} v_{0}<w_{0}$. For any $n \in \mathbb{N}$ define $\lambda_{n}=\frac{w_{n}}{v_{n}}$. It can easily be noticed that for any $n \in \mathbb{N}$, we have $0<\lambda_{n}<1$ and $\lambda_{n} v_{n} \leq w_{n}$. Since $w_{n} \rightarrow 2$
and $v_{n} \rightarrow 2$ (as $n \rightarrow \infty$ ), we get $\lambda_{n} \rightarrow 1$ (as $n \rightarrow \infty$ ). Now let us define sequence $\eta_{n}=\left(\frac{\lambda_{n}}{\lambda_{0}}\right)^{\frac{1}{n}}-1$ (for any $n \in \mathbb{N}$ ). Since for any $n \in \mathbb{N}$ we have $0<\lambda_{n}<1$ and $\lambda_{n} \rightarrow 1(n \rightarrow \infty)$, then $\eta_{n} \rightarrow 0$ (as $n \rightarrow \infty$ ) and (for any $n \in \mathbb{N}$ ) we have $\eta_{n}>0$. In addition

$$
n \eta_{n}=\frac{\ln \left(\frac{\lambda_{n}}{\lambda_{0}}\right)}{\ln \left(1+\eta_{n}\right)^{\frac{1}{\eta_{n}}}},
$$

for each $n \in \mathbb{N}$. Therefore

$$
\lim _{n \rightarrow \infty} n \eta_{n}=\frac{\ln \left(\frac{1}{\lambda_{0}}\right)}{\ln (e)}=\ln \left(\frac{1}{\lambda_{0}}\right) .
$$

Then $\left\{\eta_{n}\right\}$ is an adjoint sequence of $A$ in $w_{0}, v_{0}$ and $\lambda_{0}$. Also, we have proved that $A$ satisfies in the all assumptions of Theorem 3.1.

Next we assume that $A$ is $\alpha(t)$-concave multifunction and then we obtain a new result.

Lemma 3.4. Let $A: P \rightarrow B(P)$ be an $\alpha(t)$-concave increasing multifunction and $A(h) \cap P_{h} \neq \emptyset$ (for some $h>\theta$ ). Then there are $u_{0}, v_{0} \in P_{h}$ and $r \in(0,1)$ such that $r v_{0} \leq u_{0} \leq v_{0}, u_{0} \leq A u_{0} \leq A v_{0} \leq v_{0}$.

Proof. For some $h>\theta$ we have $A h \cap P_{h} \neq \emptyset$. Let $a \in A h \cap P_{h}$. Then there exist positive real $\mu(a)$ and $\lambda(a)$ such that $\lambda(a) h \leq a \leq \mu(a) h$. Let us choose $t_{0} \in(0,1)$ such that

$$
\begin{equation*}
t_{0} h \leq a \leq \frac{1}{t_{0}} h . \tag{8}
\end{equation*}
$$

Since $\alpha\left(t_{0}\right) \in\left(t_{0}, 1\right]$, we can take positive integer $k$ such that

$$
\begin{equation*}
\left(\frac{\alpha\left(t_{0}\right)}{t_{0}}\right)^{k} \geq \frac{1}{t_{0}} \tag{9}
\end{equation*}
$$

Put $u_{0}=t_{0}^{k} h$ and $v_{0}=\frac{1}{t_{0}^{k}} h$. Clearly $u_{0}, v_{0} \in P_{h}$. In addition

$$
u_{0}=t_{0}^{k} h=t_{0}^{k} t_{0}^{k} \frac{1}{t_{0}^{k}} h=t_{0}^{2 k} v_{0}<v_{0}
$$

If we take $r \in\left(0, t_{0}^{2 k}\right] \subseteq(0,1)$, we have $r v_{0} \leq t_{0}^{2 k} v_{0}=u_{0}$. Thus $r v_{0} \leq u_{0}$. By the monotonicity of $A, A u_{0} \leq A v_{0}$. Further, considering conditions $A$ is an $\alpha(t)$-concave multifunction with (8) and (9) we have

$$
\begin{aligned}
A u_{0} & =A\left(t_{0}^{k} h\right)=A\left(t_{0} t_{0}^{k-1} h\right) \geq \alpha\left(t_{0}\right) A\left(t_{0}^{k-1} h\right) \\
& \geq \cdots \geq\left(\alpha\left(t_{0}\right)\right)^{k} A h \geq\left(\alpha\left(t_{0}\right)\right)^{k} t_{0} h \geq t_{0}^{k} h=u_{0}
\end{aligned}
$$

Thus $u_{0} \leq A u_{0}$. Now we set $x:=\frac{x}{t}$. Since $A$ is an $\alpha(t)$-concave multifunction, then

$$
A(x)=A\left(t \frac{x}{t}\right) \geq \alpha(t) A\left(\frac{x}{t}\right)
$$

so

$$
\begin{equation*}
A\left(\frac{x}{t}\right) \leq \frac{1}{\alpha(t)} A(x) . \tag{10}
\end{equation*}
$$

By (10)

$$
\begin{aligned}
A v_{0} & =A\left(\frac{1}{t_{0}^{k}} h\right)=A\left(\frac{1}{t_{0}} \frac{1}{t_{0}^{k-1}} h\right) \\
& \leq \frac{1}{\alpha\left(t_{0}\right)} A\left(\frac{1}{t_{0}^{k-1}} h\right)=\frac{1}{\alpha\left(t_{0}\right)} A\left(\frac{1}{t_{0}} \frac{1}{t_{0}^{k-2}} h\right) \\
& \leq \frac{1}{\alpha\left(t_{0}\right)} \frac{1}{\alpha\left(t_{0}\right)} A\left(\frac{1}{t_{0}^{k-2}} h\right) \\
& \leq \cdots \leq\left(\frac{1}{\alpha\left(t_{0}\right)}\right)^{k} A h \leq \frac{h}{t_{0}\left(\alpha\left(t_{0}\right)\right)^{k}} .
\end{aligned}
$$

Application of (9) implies that

$$
A v_{0} \leq \frac{h}{t_{0}\left(\alpha\left(t_{0}\right)^{k}\right)} \leq \frac{h}{t_{0}^{k}}=v_{0} .
$$

Thus we have $u_{0} \leq A u_{0} \leq A v_{0} \leq v_{0}$.
Theorem 3.5. Let $E$ be Dedekind complete, $P \subseteq E$ be a normal cone, and $A: P \rightarrow O C B(P)$ be an increasing $\alpha(t)$-concave multifunction. In addition, $x_{0} \in P$ satisfies $\left(A(h)+x_{0}\right) \cap P_{h} \neq \emptyset$ (for some $h>\theta$ ). Then $A(x)+x_{0}$ has at least one fixed point in $P_{h}$.

Proof. Let us define multifunction $C$ on $P$ by $C x=A x+x_{0}$. Thus $C: P \rightarrow B(P)$ for each $x \in P$. Also for each $x \in P$ and $t \in(0,1)$, we have

$$
C(t x)=A(t x)+x_{0} \geq \alpha(t) A(x)+x_{0} \geq \alpha(t) A(x)+\alpha(t) x_{0}=\alpha(t) C(x) .
$$

Hence, $C$ is an increasing and $\alpha(t)$-concave multifunction. In addition, for some $h>\theta$ we have

$$
C(h) \cap P_{h}=\left(A(h)+x_{0}\right) \cap P_{h} \neq \emptyset .
$$

Lemma 3.4 implies that there are $u_{0}, v_{0} \in P_{h}$ and $r \in(0,1)$ such that

$$
r v_{0} \leq u_{0} \leq v_{0}, \quad u_{0} \leq C u_{0} \leq C v_{0} \leq v_{0} .
$$

By $u_{0} \leq C u_{0}$, there exists $u_{1}^{\prime} \in C u_{0}$ such that $u_{0} \leq u_{1}^{\prime}$. Assume that $u_{1}=\sup C u_{0}$. Then $u_{0} \leq u_{1}$. Let $v_{1}=\sup C v_{0}$. Since $C v_{0} \leq v_{0}$, we have $v_{1} \leq v_{0}$. Also $C u_{0} \leq C v_{0}$ and $u_{1} \in C u_{0}$. Since $v_{1}=\sup C v_{0}$, then $u_{1} \leq v_{1}$. Hence $u_{0} \leq u_{1} \leq v_{1} \leq v_{0}$. Since $C$ is an increasing multifunctin, then $C u_{0} \leq C u_{1}, C u_{1} \leq C v_{1}$ and $C v_{1} \leq C v_{0}$. Similarly if we take $u_{2}=\sup C u_{1}$ and $v_{2}=\sup C v_{1}$ we get

$$
u_{0} \leq u_{1} \leq u_{2} \leq v_{2} \leq v_{1} \leq v_{0}
$$

By repeating this process we obtain sequences $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ satisfying

$$
\begin{equation*}
u_{0} \leq u_{1} \leq u_{2} \leq \cdots \leq u_{n} \leq v_{n} \leq \cdots \leq v_{2} \leq v_{1} \leq v_{0} \tag{11}
\end{equation*}
$$

By $r v_{0} \leq u_{0}$, we have

$$
u_{n} \geq u_{0} \geq r v_{0} \geq r v_{n}
$$

For each $n \in \mathbb{N}$, set $t_{n}=\sup \left\{t>0 \mid u_{n} \geq t v_{n}\right\}$. Thus for each $n \in \mathbb{N}$, we have $u_{n} \geq t_{n} v_{n}$. In addition, for each $n \in \mathbb{N}$

$$
\begin{equation*}
u_{n+1} \geq u_{n} \geq t_{n} v_{n} \geq t_{n} v_{n+1} . \tag{12}
\end{equation*}
$$

However, we know that $t_{n+1} v_{n+1} \leq u_{n+1}$. Thus by (12) and the definition of $t_{n+1}$ we get $t_{n} \leq t_{n+1}\left(\right.$ for each $n \in \mathbb{N}$ ). Therefore $\left\{t_{n}\right\}$ is an increasing sequence such that $\left\{t_{n}\right\} \subset(0,1]$. Suppose that $t_{n} \rightarrow t^{*}$ (as
$n \rightarrow \infty)$. We are going to show that $t^{*}=1$. Otherwise $0<t^{*}<1$. We distinguish two cases:
Case one: There exists an integer $N$ such that $t_{N}=t^{*}$. In this case, it should be $t_{n}=t^{*}$ for all $n \geq N$. So for any $n \geq N$ we have

$$
\alpha\left(t^{*}\right) C v_{n} \leq C\left(t^{*} v_{n}\right) \leq C u_{n} .
$$

Since $v_{n+1} \in C v_{n}, v_{n+1}=\sup C v_{n}$ and $u_{n+1}=\sup C u_{n}$, it follows that $\alpha\left(t^{*}\right) v_{n+1} \leq u_{n+1}$. By the definition of $t_{n+1}$, we have $\alpha\left(t^{*}\right) \leq t_{n+1}$. Then for $n \geq N$ we have $t_{n+1}=t^{*} \geq \alpha\left(t^{*}\right)>t^{*}$ which is a contradiction.
Case two: For all integer $n, t_{n}<t^{*}$. So we obtain

$$
\begin{aligned}
C u_{n} & \geq C\left(t_{n} v_{n}\right)=C\left(\frac{t_{n}}{t^{*}} *^{*} v_{n}\right) \geq \alpha\left(\frac{t_{n}}{t^{*}}\right) C\left(t^{*} v_{n}\right) \\
& \geq \alpha\left(\frac{t_{n}}{t^{*}}\right) \alpha\left(t^{*}\right) C\left(v_{n}\right) \geq \frac{t_{n}}{t^{*}} \alpha\left(t^{*}\right) C\left(v_{n}\right)
\end{aligned}
$$

Thus $\frac{t_{n}}{t^{*}} \alpha\left(t^{*}\right) C\left(v_{n}\right) \leq C u_{n}$. Since $u_{n+1}=\sup C u_{n}$ and $v_{n+1}=\sup C v_{n}$, we have $\frac{t_{n}}{t^{*}} \alpha\left(t^{*}\right) v_{n+1} \leq u_{n+1}$. By definition of $t_{n+1}$ we get $\frac{t_{n}}{t^{*}} \alpha\left(t^{*}\right) v_{n+1} \leq$ $t_{n+1}$. By letting $n \rightarrow \infty, t^{*} \geq \alpha\left(t^{*}\right)>t^{*}$, which is a contradiction. Thus, $\lim _{n \rightarrow \infty} t_{n}=1$. For any natural number $m$, we have

$$
\begin{aligned}
& \theta \leq u_{n+m}-u_{n} \leq v_{n}-u_{m} \leq v_{n}-t_{n} v_{n}=\left(1-t_{n}\right) v_{n} \leq\left(1-t_{n}\right) v_{0}, \\
& \theta \leq v_{n}-v_{n+m} \leq v_{n}-u_{n} \leq v_{n}-t_{n} v_{n}=\left(1-t_{n}\right) v_{n} \leq\left(1-t_{n}\right) v_{0} .
\end{aligned}
$$

Since $P$ is normal, then

$$
\begin{aligned}
& \left\|u_{n+m}-u_{n}\right\| \leq N\left(1-t_{n}\right)\left\|v_{0}\right\|, \\
& \left\|v_{n}-v_{n+m}\right\| \leq N\left(1-t_{n}\right)\left\|v_{0}\right\| .
\end{aligned}
$$

So $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ are Cauchy sequences. Because $E$ is complete, there exist $u^{*}$ and $v^{*}$ such that $u_{n} \rightarrow u^{*}$ and $v_{n} \rightarrow v^{*}$ (as $\left.n \rightarrow \infty\right)$. By (11), it follows that $u_{n} \leq u^{*} \leq v^{*} \leq v_{n}, u^{*}, v^{*} \in P_{h}$. Also

$$
\theta \leq v^{*}-u^{*} \leq v_{n}-u_{n} \leq\left(1-t_{n}\right) v_{0}
$$

Furthermore

$$
\left\|v^{*}-u^{*}\right\| \leq N\left(1-t_{n}\right)\left\|v_{0}\right\| .
$$

By letting $n \rightarrow \infty$, we get $u^{*}=v^{*}$. Let $x^{*}=u^{*}=v^{*}$. Then we have

$$
C u_{n} \leq C x^{*} \leq C v_{n}
$$

Since for any $n \in \mathbb{N}, u_{n+1}=\sup C u_{n}$ and $v_{n+1}=\sup C v_{n}$, for each $n$, there exists $x_{n+1} \in C x^{*}$ such that $u_{n+1} \leq x_{n+1} \leq v_{n+1}$. Thus

$$
\theta \leq x_{n+1}-u_{n+1} \leq v_{n+1}-u_{n+1} \leq\left(1-t_{n+1}\right) v_{0},
$$

so

$$
\left\|x_{n+1}-u_{n+1}\right\| \leq N\left(1-t_{n+1}\right)\left\|v_{0}\right\| .
$$

Since $u_{n} \rightarrow x^{*}, x_{n+1} \rightarrow x^{*}($ as $n \rightarrow \infty)$. Since $C x^{*}$ is closed, $x^{*} \in C x^{*}$.
Example 3.6 shows that there exists an $\alpha(t)$-concave multifunction such that all the conditions of Theorem 3.5 are satisfied.

Example 3.6. Let $E=C[0,1]$ and $P=\{x \in E \mid x(t) \geq 0$ for all $t \in$ $[0,1]\}$. Define $A: P \rightarrow O C B([0,1])$ as $A(x)=[\sqrt{x}, \sqrt{x}+1]$. It is easy to seen that $A$ is increasing and $\alpha(t)$-concave multifunction for $\alpha(t)=\sqrt{t}$.

Example 3.7 shows that there exists a $u_{0}$-concave operator which is not $\alpha(t)$-concave.

Example 3.7. Let $E=\mathbb{R}$ and $P=[0, \infty)$. For any $u_{0}>0$, we have $P_{u_{0}}=(0, \infty)$. Let us define $f:[0, \infty) \rightarrow[0, \infty)$ as the following

$$
f(x)= \begin{cases}\sin (x) & 0 \leq x<\frac{\pi}{2} \\ 1 & x \geq \frac{\pi}{2}\end{cases}
$$

Let $t \in(0,1)$ be fixed. It is easily noticed that for any $x \in\left(0, \frac{\pi}{2}\right)$ we have $\frac{\sin (t x)}{t \sin (x)}>1$. Then $f:[0, \infty) \rightarrow[0, \infty)$ is a $u_{0}$-concave operator(for any $u_{0}>0$ ). But $f$ is not an $\alpha(t)$-concave operator. If $f$ is an $\alpha(t)$ concave operator, then for any $t \in(0,1)$ and $x \in\left[0, \frac{\pi}{2}\right)$, we should have $\frac{\sin (t x)}{\sin (x)} \geq \alpha(t)>t$ for some $\alpha:(0,1) \rightarrow(0,1)$. Let $t \in(0,1)$ be fixed. Since $\lim _{x \rightarrow 0^{+}} \frac{\sin (t x)}{\sin (x)}=t$, then there exists $x_{0} \in(0,1)$ such that $\alpha(t)>\frac{\sin \left(t x_{0}\right)}{\sin \left(x_{0}\right)}>t$ which is a contradiction.

Remark 3.8. Comparing Theorem 3.1 with Theorem 3.5, we see that the conditions of Theorem 3.5 are greatly weaker than the conditions of Theorem 3.1. In Theorem 3.5, conditions "there exist $w_{0}, v_{0} \in P$ and $0<\lambda_{0}<1$ such that $\lambda_{0} v_{0} \leq w_{0} \leq v_{0} ", " v_{0} \geq v_{1} ", " w_{0} \leq w_{1} "$ and "there exist adjoint sequence of $A$ in $w_{0}, v_{0}$ and $\lambda_{0} \in(0,1)$ such that $\lim _{n \rightarrow \infty} n \eta_{n}=\ln \left(\frac{1}{\lambda_{0}}\right) "$ are removed.

## 4 Application

To illustrate the ideas involved in Theorem 3.5, we need to discuss the Hammerstein and quadratic integral inclusions. Consider Banach space $E=L^{1}[0, T]$ with the usual $\|.\|_{1}$ norm $([4])$. Let $0<T<\infty$. Hammerstein integral inclusion is defined as

$$
\begin{equation*}
u(r) \in \int_{0}^{T} k(r, s) g(s, u(s)) d s \text { on }[0, T] \tag{13}
\end{equation*}
$$

such that $k$ is a real single-valued function, while $g:[0, T] \times E \rightarrow 2^{E}$ is a multifunction with nonempty values. Also for any $r \in[0, T]$, quadratic integral inclusion is defined as

$$
\begin{equation*}
u(r) \in y(r, u(r)) \int_{0}^{r} k(r, s) g(s, u(s)) d s \quad r \in[0, T] \tag{14}
\end{equation*}
$$

such that $k$ is a real single-valued function, while $g:[0, T] \times E \rightarrow 2^{E}$ and $y:[0, T] \times E \rightarrow 2^{E}$ are the multifunctions with nonempty values. If $y(r, u(r))=1$, the quadratic integral inclusion is called Volterra integral inclusion.

Theorem 4.1. Consider Banach space $E=L^{1}[0, T]$ with the usual norm $\|.\|_{1}$ where $0<T<\infty$. Also consider normal cone $P=\{x \in$ $E \mid x(s) \geq 0$ for all $s \in[0, T]\}$ in $E$. Suppose that
(i) $k:[0, T] \times[0, T] \rightarrow(0, \infty)$ is a bounded function respect to each of its variables(which means there exists $M>0$ such that $k(r, s) \leq M$, for any $r, s \in[0, T]$ );
(ii) $g:[0, T] \times E \longrightarrow O C B(E)$ be an multifunction such that $g:$ $[0, T] \times P \longrightarrow O C B(E)$ is an $\alpha(t)$-concave increasing multifunction;
(iii) for each $u \in P, g(s, u(s))$ is sequentially compact respect to pointwise convergence(which means for any sequence $\left\{w_{n}\right\} \subseteq g(s, u(s))$, there exists a subsequence $\left\{n_{k}\right\}$ of $\{n\}$ such that $w_{n_{k}}$ is a pointwise convergence to $w$ (as $k \rightarrow \infty$ ) for some $w \in g(s, u(s))$ );
(iv) there exists $h>\theta$ such that $g(s, h(s)) \cap P_{h} \neq \emptyset$ and $\int_{0}^{T} k(r, s) h(s) d s \in$ $P_{h}$.
Then Hammerstein integral inclusions (13) have at least one positive solution in $P_{h}$.

Proof. For each $w \in P$, let us define $f(w)=\int_{0}^{T} k(r, s) w(s) d s$. By (i) and Fubini theorem we have

$$
\begin{aligned}
\int_{0}^{T}\left|\int_{0}^{T} k(r, s) w(s) d s\right| d r & =\int_{0}^{T} \int_{0}^{T} k(r, s) w(s) d r d s \\
& =\int_{0}^{T} w(s)\left(\int_{0}^{T} k(r, s) d r\right) d s<\infty
\end{aligned}
$$

Then $f: P \rightarrow P$ is an operator. Also for each $u \in P$, let us define $G(u)=\{w \in P: w \in g(s, u(s))\}$. Moreover for each $u \in P$ define $A(u)=\{f(w): w \in G(u)\}$. By (ii), for any $u \in P$ we have $A(u) \neq \emptyset$ and since $f: P \rightarrow P$, we have $A: P \rightarrow 2^{P}$. Assume that $\left\{f\left(w_{n}\right)\right\}$ is a sequence in $A(u)$ such that

$$
f\left(w_{n}\right) \xrightarrow{L^{1}} v \quad(\text { as } n \rightarrow \infty)
$$

for some $v \in P$. Then $\left\{w_{n}\right\} \subseteq G(u)$ and by (iii) there exists a subsequence $\left\{n_{k}\right\}$ of $\{n\}$ such that $w_{n_{k}}$ is a pointwise convergence to $w$ (as $k \rightarrow \infty)$ for some $w \in G(u)$. Since $G(u)$ is bounded, by Lebesgue's dominated convergence theorem we have

$$
f\left(w_{n}\right) \xrightarrow{L^{1}} f(w) \quad(\text { as } n \rightarrow \infty)
$$

Thus $v=f(w)$. Therefore for any $u \in P, A(u)$ is a closed subset of $P$ (respect to the $L^{1}$ norm). For any $u \in P, G(u)$ is order bounded and $E$ is Dedekind complete space. So there exists $z \in G(u)$ such that $z=\sup G(u)$. Thus for any $w \in G(u)$, we have $f(w) \leq f(z)$ and it follows that $A(u)$ is bounded. Since $E$ is Dedekind complete, there exists $y \in E$ such that $y=\sup A(u)$. Since $f(z)$ is an upper bound of
$A(u), y \leq f(z)$. But since $z \in G(u)$, we should have $f(z) \leq y$. Therefore $y=f(z)$ and we have $A: P \rightarrow O C B(P)$. Now we prove that $A$ is an $\alpha(t)$-concave multifunction. Let $u \in P, w \in G(u)$ and $t \in(0,1)$. By (ii) there exists $c \in G(t u)$ such that $c \geq \alpha(t) w$. So we have

$$
\begin{aligned}
\alpha(t) f(w) & =\alpha(t) \int_{0}^{T} k(r, s) w(s) d s \\
& =\int_{0}^{T} k(r, s) \alpha(t) w(s) d s \leq \int_{0}^{T} k(r, s) c(s) d s=f(c) .
\end{aligned}
$$

Since $f(c) \in A(t u)$ and $f(w) \in A(u)$, then $A$ is an $\alpha(t)$-concave multifunction. At the end of the proof we show that there exists $h>\theta$ such that $A(h) \cap P_{h} \neq \emptyset$. By (iv), there exists $h>\theta$ such that $G(h) \cap P_{h} \neq \emptyset$. If $w \in G(h) \cap P_{h}$, there exists $\lambda, \mu>0$ such that

$$
\lambda h \leq f(w)=\int_{0}^{T} k(r, s) w(s) d s \leq \mu h
$$

Now if we put $x_{0}=\theta$, by theorem 3.5, Hammerstein integral inclusions (13) have at least one positive solution in $P_{h}$.

Example 4.2. Let $E=L^{1}[0, T]$ with the usual norm $\|.\|_{1}$ where $0<$ $T<\infty$, and $P=\{x \in E \mid x(s) \geq 0$ for all $s \in[0, T]\}$. Also, assume that $g$ is defined by $g(u(s), s)=[\sqrt[3]{u(s)}, \sqrt[3]{u(s)}+1]$ for any $u \in E, h=1$ is a constant function on $[0, T]$ and $k(r, s)=\frac{e^{r s}}{1+r s}$. Then by Theorem 4.1 there exists $u \in P_{h}$ such that

$$
u(r) \in \int_{0}^{T} k(r, s) g(s, u(s)) d s
$$

Theorem 4.3. Consider Banach space $E=L^{1}[0, T]$ with the usual norm $\|.\|_{1}$ where $0<T<\infty$. Also consider the normal cone $P=\{x \in$ $E \mid x(s) \geq 0$ for all $s \in[0, T]\}$ in $E$. Suppose that
(i) $k:[0, T] \times[0, T] \rightarrow(0, \infty)$ is a bounded function respect to each of its variables (which means there exists $M>0$ such that $k(r, s) \leq M$, for any $r, s \in[0, T]$ );
(ii) $g:[0, T] \times E \longrightarrow O C B(E)$ is an multifunction such that $g$ : $[0, T] \times P \longrightarrow O C B(E)$ is an $\alpha(t)$-concave increasing multifunction;
(iii) for each $u \in P, g(s, u(s))$ is sequentially compact respect to pointwise convergence(which means for any sequence $\left\{w_{n}\right\} \subseteq g(s, u(s))$, there exists a subsequence $\left\{n_{k}\right\}$ of $\{n\}$ such that $w_{n_{k}}$ is a pointwise convergence to $w($ as $k \rightarrow \infty)$ for some $w \in g(s, u(s))$ );
(iv) $y:[0, T] \times P \longrightarrow P$ is a multifunction such that $y$ is bounded above (which means there exist $L>0$ such that for any $r \in[0, T]$, $y(r, u(r))<L)$. Also $y$ is sequentially continuous respect to $u(w h i c h$ means for any sequence $\left\{u_{n}\right\} \subseteq P$ such that $u_{n}$ is a pointwise convergence to $u, y\left(r, u_{n}(r)\right)$ is a pointwise convergence to $y(r, u(r))$ as $n \rightarrow \infty)$;
(v) there exists $h>\theta$ such that $g(s, h(s)) \cap P_{h} \neq \emptyset, \int_{0}^{T} k(r, s) h(s) d s \in P_{h}$ and $y(r, h(r)) \in P_{h}$.
Then quadratic integral inclusions (14) have at least one positive solution in $P_{h}$.

Proof. For each $w \in P$, let us define $f(w)(r)=y(r, u(r)) \int_{0}^{r} k(r, s) w(s) d s$. By (i) we have

$$
\begin{aligned}
\int_{0}^{T}\left|\int_{0}^{r} f(w(s))(r) d s\right| d r & =\int_{0}^{T}\left|y(r, u(r)) \int_{0}^{r} k(r, s) w(s) d s\right| d r \\
& =\int_{0}^{T}|y(r, u(r))|\left|\int_{0}^{r} k(r, s) w(s) d s\right| d r \\
& \leq \int_{0}^{T}|y(r, u(r))| \int_{0}^{r}|k(r, s) w(s)| d s d r \\
& \leq \int_{0}^{T} L \int_{0}^{r}(M|w(s)|) d s d r<\infty
\end{aligned}
$$

Then $f: P \rightarrow P$ is an operator. Also for each $u \in P$, let us define $G(u)=\{w \in P: w \in g(s, u(s))\}$. Moreover for each $u \in P$, define $A(u)=\{f(w): w \in G(u)\}$. By (ii), for any $u \in P$, we have $A(u) \neq \emptyset$ and since $f: P \rightarrow P$, we have $A: P \rightarrow 2^{P}$. Assume that $\left\{f\left(w_{n}\right)\right\}$ is a sequence in $A(u)$, such that

$$
f\left(w_{n}\right) \xrightarrow{L^{1}} v \quad(\text { as } n \rightarrow \infty)
$$

for some $v \in P$. Then $\left\{w_{n}\right\} \subseteq G(u)$ and by (iii) there exists a subsequence $\left\{n_{k}\right\}$ of $\{n\}$ such that $w_{n_{k}}$ is pointwise convergence to $w$ (as
$k \rightarrow \infty)$ for some $w \in G(u)$. Since $G(u)$ is bounded, by Lebesgue's dominated convergence theorem, for any $r \in[0, T]$, we have

$$
\int_{0}^{r} k(r, s) w_{n_{k}} d s \rightarrow \int_{0}^{r} k(r, s) w(s) d s \quad(\text { as } \quad k \rightarrow \infty)
$$

Also by (iv), $y\left(r, w_{n_{k}}\right)$ is a pointwise convergence to $y(r, w)$ (as $\left.k \rightarrow \infty\right)$ and we can deduce that

$$
f\left(w_{n}\right) \xrightarrow{L^{1}} f(w) \quad(\text { as } n \rightarrow \infty) .
$$

Thus $v=f(w)$. Therefore for any $u \in P, A(u)$ is closed subset of $P$ (respect to the $L^{1}$ norm). For any $u \in P, G(u)$ is order bounded and $E$ is Dedekind complete space. So, there exists $z \in G(u)$ such that $z=\sup G(u)$. Thus for any $w \in G(u)$, we have

$$
f(w)(r)=y(r, u(r)) \int_{0}^{r} k(r, s) w(s) d s<L M \int_{0}^{r} w(s) d s<\infty .
$$

Hence $A(u)$ is bounded. Since $E$ is Dedekind complete, there exists $y \in E$ such that $y=\sup A(u)$. Since $f(z)$ is upper bound of $A(u)$, $y \leq f(z)$. But since $z \in G(u)$, we should have $f(z) \leq y$. Therefore $y=f(z)$ and we have $A: P \rightarrow O C B(P)$. Now we show that $A$ is an $\alpha(t)$-concave multifunction. Let $u \in P, w \in G(u)$ and $t \in(0,1)$. By (ii) there exists $c \in G(t u)$ such that $c \geq \alpha(t) w$. So we have

$$
\begin{aligned}
\alpha(t) f(w) & =\alpha(t) y(r, u(r)) \int_{0}^{r} k(r, s) w(s) d s \\
& =y(r, u(r)) \int_{0}^{r} \alpha(t) w(s) d s \leq \int_{0}^{T} k(r, s) c(s) d s=f(c) .
\end{aligned}
$$

Since $f(c) \in A(t u)$ and $f(w) \in A(u)$, then $A$ is an $\alpha(t)$-concave multifunction. At the end of the proof we show that there exists $h>\theta$ such that $A(h) \cap P_{h} \neq \emptyset$. By (v), there exists $h>\theta$ such that $G(h) \cap P_{h} \neq \emptyset$. If $w \in G(h) \cap P_{h}$, there exists $\lambda, \mu>0$ such that

$$
\lambda h \leq f(w)=y(r, u(r)) \int_{0}^{r} k(r, s) w(s) d s \leq \mu h .
$$

Now if we put $x_{0}=\theta$, by theorem 3.5, quadratic integral inclusions (14) have at least one positive solution in $P_{h}$.

Example 4.4. Let $E=L^{1}[0, T]$ with the usual norm $\|.\|_{1}$ where $0<$ $T<\infty$, and $P=\{x \in E \mid x(s) \geq 0$ for all $s \in[0, T]\}$. Also, assume that for any $u \in E, g(u(s), s)=\left[\frac{u(s)}{1+u(s)}, \frac{u(s)}{1+u(s)}+1\right], y(r, u(r))=e^{-u(r)}+1$, $h=1$ is a constant function on $[0, T]$ and $k(r, s)=\ln (1+r s)$. Then by Theorem 4.3 there exists $u \in P_{h}$ such that

$$
u(r) \in y(r, u(r)) \int_{0}^{r} k(r, s) g(s, u(s)) d s
$$

## 5 Conclusion

In this paper, we generalized concave operators to multifunction version. Also, we extended the fixed point theorems of concave operators ([33],[20]) to multifunction version on Dedekind complete spaces. In addition, we provided an example for adjoint sequence of $u_{0}$-concave operators (example 3.3) and an example which shows that there exists a $u_{0}$-concave operator such that it is not an $\alpha(t)$-concave(example 3.7). Before this article, these two types of mappings had not been compared. Main part of this work relates to investigation of the existence of solutions for the Hammerstein and quadratic integral inclusions by using some new ideas.

Remark 5.1. It is suggested that our results be extended to fractional differential equations and inclusions([7], [15], [27]). Another useful extension of our main theorems can be proving in metric like spaces similar to the generalized metric space([2]) or $G$-metric spaces([10]). Furthermore, it seems interesting to prove Theorems 3.1 and 3.5 , without assuming Dedekind complete. Example 2.9 shows that in both theorems, Dedekind complete assumption is sufficient but not necessary.
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